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Abstract 

According to World Health Organization (WHO), the worldwide prevalence of chronic diseases increases 
fast and new threats, such as Covid-19 pandemic, continue to emerge, while the aging population con-
tinues decaying the dependency ratio. These challenges will cause a huge pressure on the efficacy and 
cost-efficiency of healthcare systems worldwide. Thanks to the emerging technologies, such as novel 
medical imaging and monitoring instrumentation, and Internet of Medical Things (IoMT), more accurate 
and versatile patient data than ever is available for medical use. To transform the technology advance-
ments into better outcome and improved efficiency of healthcare, seamless interoperation of the un-
derlying key technologies needs to be ensured. Novel IoT and communication technologies, edge com-
puting and virtualization have a major role in this transformation. In this article, we explore the 
combined use of these technologies for managing complex tasks of connecting patients, personnel, hos-
pital systems, electronic health records and medical instrumentation. We summarize our joint effort of 
four recent scientific articles that together demonstrate the potential of the edge-cloud continuum as 
the base approach for providing efficient and secure distributed e-health and e-welfare services. Finally, 
we provide an outlook for future research needs. 
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Introduction 

Following the recent and foreseen development in 
wireless communication and computing technolo-
gies, such as 5G, Internet of Things (IoT), Edge 
computing, Artificial Intelligence (AI), Machine 
Learning (ML) and Distributed Ledger Technologies 
(DLT), a wide variety of novel services will be ena-
bled in the near future [1]. Healthcare is one of the 

application domains that will greatly benefit from 
this development, drawing keen interest from the 
industry, the research community and the public 
sector [2]. At the same time, the aging population 
and the growth of chronic diseases will cause huge 
pressure on the efficacy and cost-efficiency of 
healthcare systems, underlining the need for novel 
services and applications to streamline care path-
ways, thus making the healthcare personnel’s 
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work more efficient, as well as reducing the need 
for patients to travel to reach the necessary medi-
cal services. Furthermore, the resource efficiency – 
including energy-efficiency – are important factors 
for promoting cost-efficiency and sustainability of 
healthcare systems [3,4]. According to this justifi-
cation, several technical challenges, related to e.g. 
ensuring performance, efficiency, reliability, secu-
rity, privacy and system-level scalability, need to 
be addressed when adopting novel technologies 
[1,5].  

In the digital transition of healthcare systems, In-
ternet of Medical Things (IoMT), plays a significant 
role. It refers to the connected infrastructure of 
medical devices, software applications, systems 
and services. In IoMT systems, sensor information 
is gathered from a rapidly growing number of typi-
cally wirelessly connected low-power sensor de-
vices, capturing patients’ health data, such as 
heart rate, blood pressure, oxygen saturation, ECG 
or EEG [6]. Furthermore, IoMT helps to integrate 
data from medical imaging technologies, such CT, 
MRI and PET scanners with the rest of the IoMT 
system, allowing accurate real-time diagnostics. In 
addition, IoMT helps automating the patient 
treatment through e.g. remotely controlled infu-
sion pumps, oxygen ventilators, smart beds, etc.  

In most of today’s solutions, data processing, stor-
age, application logic and algorithms are handled 
at cloud data centers [7]. However, this centralized 
architecture is becoming problematic from the 
viewpoint of scalability, since novel IoMT devices 
generate high data volumes to be carried by net-
works, and to be processed and stored by data 
centers [1]. Another important challenge is related 
to the communication performance – latency in 
particular – and vulnerability for network prob-
lems, due to high physical and logical distance 
between the end-nodes and the server. These 

aspects pose a serious challenge for real-time and 
mission-critical applications, such as intensive care 
patient monitoring or computer-assisted surgery, 
which both require low latency and high reliability 
[8].  

Furthermore, in healthcare applications, a particu-
lar concern is related to preserving the privacy and 
security of the patient data, and critical – even life-
maintaining – system functions [1,5]. Centralized 
cloud systems are an inherently challenging envi-
ronment from the viewpoint of security and priva-
cy, since all data needs to pass several links and 
nodes, owned by a wide set of stakeholders be-
tween end-devices and data centers, not forget-
ting the chance for data leaks at data centers [1,5]. 
Therefore, the need for technologies, allowing 
secure and privacy-preserving data management 
and decision-making close to the data sources and 
the ability to control the scope of data propaga-
tion, is obvious [9].  

Technology background  

Internet of Medical Things (IoMT): IoMT enables 
many key healthcare applications, such as remote 
patient monitoring, smart ambulance, portable 
medical imaging devices and secure sharing and 
maintenance of Electronic Health Records (EHR) 
[6]. Despite the advances in IoMT, there are still 
several open challenges to be addressed for future 
healthcare systems. For example, one of the major 
issues for IoMT is themanagement of the heaps of 
patient’s data in delay-critical healthcare applica-
tions, requiring real-time data processing, analysis 
and decision-making. In addition, an important 
question is how different resources can be intelli-
gently and efficiently utilized to fulfil the dynamic 
needs of various devices. Moreover, the security 
and data privacy are among the forefront re-
quirements for future smart healthcare applica-
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tions [10]. The emergence of various enabling 
technologies such as edge computing, virtualiza-
tion, AI/ML and Blockchain (BC), among others, 
will empower the future IoMT-enabled mission 
and delay-critical healthcare applications. 

Edge computing (EC): In traditional cloud systems, 
data-processing and storage, decision-making logic 
and different algorithms are handled at data cen-
ters. Many modern healthcare applications, how-
ever, require high Quality of Service (QoS), resili-
ence to network problems, scalability and 
resource-efficiency, all of which cannot be fully 
satisfied by the centralized cloud model [11,12]. To 
overcome this challenge, EC has been introduced 
to bring cloud computing capabilities closer to the 
end-devices and data sources. EC can provide sev-
eral desired features for IoMT scenarios, such as 
pre-processing and filtering of raw data in proximi-
ty of their sources to improve performance, re-
duce network burden and to avoid unnecessary 
propagation of private health data [13,14]. How-
ever, the current two-tier EC model, where EC 
hosts are deployed at servers, located within or 
near the access network base stations, also has its 
limitations [1]. In medical applications, at least 
some part of the processing would be optimal to 
be managed locally on site, to deal with possible 
connectivity problems, to utilize the available local 
computational capacity, and to reduce the access 
network load. Local IoMT clusters cannot, howev-
er, be expected to include devices with sufficient 
stability and capacity to accommodate a full-
functional edge server, and, therefore, alternative 
decentralized solutions are needed [15]. For this, 
we have proposed a three-tier Edge IoT architec-
ture, utilizing serverless edge computing model, 
which enables cloud functions to be deployed 
locally in a distributed virtualized manner [1,15]. 
The proposed model enables local deployment of 

e.g., critical IoMT services that require high availa-
bility and real-time functionality. 

Lightweight virtualization: Virtualization technol-
ogies have revolutionized the world of software 
development and service design. Cloud-based 
service systems consist of application components 
that run on virtualized platforms distributed over 
multiple machines [16]. In these systems, tradi-
tional hypervisor-based virtualization solutions 
have provided a good level of isolation on a single 
hardware system, but also introduced significant 
overhead [17]. Container technologies, such as 
Docker and Linux container (LXC) systems, are 
developed to eliminate such overhead by packing 
software components and required resources into 
a single container image running on a single appli-
cation on top of the host operating system [17,18], 
which helps increasing the processing speed of 
container instructions. Furthermore, in large virtu-
al systems, such as cloud, the maintenance of 
complex and dynamic service ecosystems needs to 
be accommodated using orchestration technolo-
gies. Orchestration technologies, such as Docker 
Swarm and Kubernetes, provide functions such as 
dynamic service discovery, load balancing, and 
software upgrades [19].  

Distributed service technologies: Cloud services 
were previously designed as monolithic applica-
tions associating multiple software components 
into a single entity. Monolithic service structures 
are, however, challenging to maintain and scale as 
the complexity of the system increases. Therefore, 
the current trend is towards a microservice para-
digm, where service architectures consist of small, 
self-contained virtual components, microservices 
[19,20]. Microservices are typically based on con-
tainers that are relatively easy to develop in isola-
tion and maintain as standalone software. Due to 
high granularity and ease of maintenance, several 



    
SCIENTIFIC PAPERS 

 

 

14.04.2022    FinJeHeW 2022;14(1)  9 

benefits, e.g., continuous development, scalability 
and failure tolerance, can be achieved. Function as 
a service (FaaS) [21,22] is a concept to execute 
modular software functions, at the edge. FaaS 
functions are small logical units that become alive 
when needed, then execute, and terminate when 
not needed anymore. Since FaaS functions typical-
ly do not run for long periods and their size is 
small, they do not necessarily require dedicated 
servers, and can instead be deployed on any de-
vice providing sufficient computational capacity, 
and therefore FaaS enables serverless computing. 
In this approach, data is processed by computa-
tionally capable local devices rather than being 
sent to a central location for processing. The pro-
cessing tasks are split into smaller pieces and de-
ployed to IoT devices in an efficient manner. In [1], 
we have named these pieces as “nanoservices”. 

Lightweight security, privacy and trust: 
Healthcare systems are prone to a number of se-
curity threats at various levels, i.e., during trans-
mission, sharing, storage and access of data [23]. 
The existing security approaches developed for 
current IoT architectures, however, are not well 
suited for local edge computing due to lower 
available capacity for execution and deployment 
[24]. Therefore, lightweight cryptography-based 
protocols [25], as well as efficient, adaptive and 
lightweight end-to-end security mechanisms are 
needed throughout the healthcare processes. 
Modern healthcare IoT systems consist of various 
involved stakeholders, such as patients, medical 
experts, hospital administration, laboratories, as 
well as infrastructure and service and software 
component providers. Establishing and maintain-
ing trust between them is crucial in order to incen-
tivize different stakeholders to share data with and 
use services from other stakeholders. DLT and its 
subclass BC emerge as promising candidates for 
building trusted distributed computing environ-

ments [26]. DLT and BC technologies establish a 
digital system for recording transactions of assets, 
where the transaction details are recorded in mul-
tiple places at the same time. Each node processes 
and verifies every item, thereby generating a rec-
ord of each item and creating a consensus on its 
veracity. Furthermore, tracking and monitoring 
functionalities are enabled at various phases of 
processes to enhance the overall QoS [27]. By us-
ing DLT and BC technologies, various involved 
stakeholders and entities can securely share criti-
cal data and restrict access control to the author-
ized entities only. 

Concept  

Due to their high potential for boosting the devel-
opment of future digital healthcare applications, 
we have studied the feasibility of EC, virtualization 
and DLT/BC technologies in the healthcare con-
text. Instead of repeating the convincing results 
found in the literature showcasing the generic 
benefits of these technologies – such as improved 
latency, higher reliability and ability to generate 
trust among distributed actors – the aim of our 
work for this paper has been to study the practical 
technical implications and potential challenges on 
using these technologies in parallel for healthcare 
use, as well as proposing solutions how to maxim-
ize benefits while minimizing drawbacks. Our cen-
tric key performance indicators (KPIs) are related 
to performance, resource-efficiency and energy-
efficiency.  

We have taken the concept called edge-cloud con-
tinuum, as a base approach for implementing the 
computational and communication architecture 
for future digital healthcare scenarios. The evolu-
tion of the Cloud IoT architecture is presented in 
Figure 1, where 1a illustrates the traditional Cloud 
IoT architecture, 1b depicts the current 2-tier 
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Edge-Cloud IoT architecture, and 1c outlines the 
three-tier Edge-Cloud IoT architecture, on which 
we found our edge-cloud continuum concept. Our 
three-tier Edge-Cloud architecture [1], enables 
utilizing the most suitable – with respect to e.g. 
performance, reliability or efficiency – of the three 
architectural tiers for deploying different system 
components, namely core tier including traditional 
cloud data centers, access tier accommodating 
edge servers providing e.g. low latency, and local 
tier accommodating local edge machines capable 
of running the most lightweight edge services.  

In [1], we also proposed a nanoservice-based con-
ceptual service model, nanoEdge (Figure 2a), for 
future local Edge-IoT scenarios. The model takes 
EC a step forward from a typical today’s Multi-
Access Edge (MEC)-based architecture by provid-
ing needed mechanisms to deploy lightweight 
edge services to local nodes with sufficient hard-
ware capacity. The proposed service model allows 

addressing problems, such as high latencies and 
vulnerability to network problems arising from 
long distances between computation, data 
sources, and service consumers. In nanoEdge 
model, local services are composed of modular, 
independent virtual service blocks, nanoservices, 
that can be dynamically deployed to local nodes 
with sufficient resources and stability for running 
them. A nanoservice typically contains a simple 
function implemented for a single purpose, such 
as reading sensor data from a device and sending 
it forward, or running a data analysis task and re-
turning a response. In dynamic environment, the 
deployment can be modified based on the availa-
bility of nodes and resources, e.g., when new de-
vices become available, existing devices become 
unavailable, or devices’ load statuses change. This 
principle follows the Function-as-a-Service (FaaS) 
[21,22] and Serverless Computing models [15]. A 
Proof-of-Concept evaluation for the model was 
made in [28]. 
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Figure 1. Cloud IoT architecture evolution. 
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a) nanoEdge concept for local dynamic nanoservice deployment [1]

b) COVID-19 patient remote monitoring using local dynamic nanoservice deployment [29]
 

Figure 2. nanoEdge concept and remote patient monitoring use case. 
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Concept validation 

We have evaluated the feasibility of our concept 
with a series of real-world and simulation studies. 
In the following subsections, we briefly introduce 
these studies and their results, as well as discuss 
the significance of the results from the viewpoint 
of digital healthcare use cases. 

Local edge service orchestration: In [29], we im-
plemented a dynamic resource/service matching 
mechanism for distributed local EC. It extends our 
nanoEdge model by enabling automatic resource 
discovery and deployment in highly dynamic IoT 
scenarios, where the population of local nodes 
changes fast. To showcase the feasibility of the 
mechanism in real-life, we took Covid-19 patient 
monitoring as a use case for evaluations, where 
we measured the computational and communica-
tion latency of nanoservice deployment at each 
phase of the service deployment, and the storage 
capacity used by each nanoservice (Figure 2b). We 
were particularly interested on the extra latency 
introduced by the proposed virtualized (container-
ized) approach, compared to traditional non-
virtualized approach, where functions were direct-
ly deployed on the underlying hardware. Virtual-
ization ensures more efficient use of system re-
sources, particularly in highly dynamic scenarios 
with nodes joining and leaving the cluster, as well 

as easy upgradeability. Therefore, the container-
ized approach was clearly a more favorable option 
for nanoservice deployment from the functional 
viewpoint. According to the results, virtualization 
adds 1-1.5 seconds (10-15%) extra latency in ser-
vice deployment, while it reduces the worker node 
storage footprint from 35 MB to 23 MB (33%) and 
manager node storage footprint from 110-112 M 
to 96-98 MB (12-13%). Since container-based de-
ployment has significant benefits in terms of e.g. 
better upgrading mechanism, scalability, self-
healing, etc. minimal downtime, additional 1-2 
seconds in the deployment phase are considered 
tolerable. Furthermore, reduced storage footprint 
allows more functionalities to be deployed on 
worker nodes. Overall, the deployment times and 
hardware requirements were seen feasible in the 
simulated treatment path, where a remotely mon-
itored Covid-19 patient is transported from home 
to hospital after the system has detected deterio-
rating condition of a patient. Along the treatment 
path, the nanoEdge model enables gradual exten-
sion of a monitoring service to a treatment service, 
where e.g., an intelligent oxygen mask at ambu-
lance could automatically connect to the SpO2 
sensor of a patient brought to the ambulance and 
start regulating oxygen for a patient based on con-
tinuous measurement. Similarly, when moved to a 
hospital, the patient treatment service would be 
further extended with hospital instrumentation. 
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No Blockchain

No Blockchain Blockchain in use

No Blockchain

Blockchain in use Blockchain in use Blockchain in use

No Blockchain

a) End-to-end latency with different algorithm deployment options [30]

b) Power consumption [30] c) Network usage [30] d) Number of operations executed [30]  
Figure 3. Blockchain edge architecture – measurement results. 
 

Blockchain edge architecture: In [30], we studied 
the integration of BC with EC for enabling secure 
and trusted distributed telemedicine services. The 
proposed approach improves data privacy protec-
tion by 1) limiting the propagation of sensitive 
data instead of sending all data to the cloud, and 
2) enabling the local anonymization of data that 
need to be sent for processing at public servers. 

With this approach, data leakage risks can be min-
imized by reducing the sensitive data to be sent 
out, while the consequences of possible data leaks 
can be mitigated by removing the real identities 
from patient data. We made simulations of data 
processing algorithms with different complexity 
classes in three deployment scenarios: a) tradi-
tional cloud-IoT scenario, (Figure 1a) where the 
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application logic and algorithm were both de-
ployed on a cloud data center; b) two-tier cloud-
IoT scenario (Figure 1b), where the main applica-
tion logic was still at a cloud data center, but the 
algorithm was deployed on an edge server co-
located with a cellular network base station; and c) 
three-tier cloud-IoT scenario (Figure 1c), which 
was otherwise similar to scenario b, but the algo-
rithm was deployed on a local device. All scenarios 
were run with and without BC data preprocessing, 
to reveal its burden on system performance and 
resource-efficiency. The evaluation results (Figure 
3) revealed that the use of EC can effectively re-
duce the network burden on higher tiers with all 
scenarios, while from the end-to-end latency 
viewpoint, the optimal tier of algorithm deploy-
ment depends on the algorithm complexity. Fur-
thermore, we observed that improved privacy 

protection by BC can be achieved with tolerable 
cost on performance and resource-efficiency in all 
scenarios, when considering the achieved im-
provements in security, privacy, and trust in 
healthcare monitoring scenarios. In more detail, 
the use of BC pre-processing increased the overall 
power consumption by 10–20%, computational 
and communication overhead by 13–22%, and 
computational complexity by 10–15%, depending 
on which tier of operation the data analysis func-
tions were deployed. Overall, the article demon-
strated the feasibility of combined use of BC and 
EC to provide decentralized trust, reliable real-
time access, and control of the communica-
tion/computational capacity in the digital 
healthcare environment, without compromising 
the system performance and resource efficiency. 

 

 

b) Total resource consumption: Optimal vs. HRA [31] c) Percentage of accepted requests: HRA vs. baseline [31]a) System model for 
computation offloading [31]  

 
Figure 4. Latency-aware edge computing offloading. 
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Latency-aware edge computation offloading: 
When orchestrating the service deployment of 
latency/mission-critical medical applications, such 
as surgical navigation, in the presence of limited 
local hardware resources, the task offloading deci-
sion between edge and cloud server should be 
made in a way that strict delay requirements are 
met. In [31], we formulated the joint optimization 
of communication and computation resources 
allocation for requests, which aims to minimize the 
usage of the resources while maximizing the num-
ber of accepted computation offloading requests. 
The system model is presented in Figure 4a. We 
proposed an efficient heuristic solution based on 
the single user optimal solution with the objective 
to minimize the usage of system resources, while 
maximizing the number of accepted latency-
limited task requests. In practice, the purpose was 
to ensure the operation of latency/mission-critical 
medical applications in resource-constrained envi-
ronments that may occasionally be under heavy 
load. Simulations were run to show the effective-
ness of proposed algorithm compared to optimal 
and baseline solution where tasks are allocated 
according to different system parameters as they 
arrive. It is important to notice that, although in 
our scenarios, the local devices are wirelessly con-
nected to the rest of the network, in many real-life 
medical scenarios the connection is wired. The 
features of different communication links 
(throughput, latency, reliability, energy-efficiency, 
etc.) will affect the offloading decisions, but it does 
not have effect on the feasibility of our offloading 
optimization model, since the access network ca-
pacity is just one of the parameters among many 
others (Figure 4a), affecting the outcome of the 
resource-aware orchestration. In the case of 5G 
connection, the link features are close to e.g. 
wired ethernet connection, whereas with earlier 
cellular generations, particularly the latencies are 
much higher. With different IoT communication 

technologies, such as BLE, ZigBee, etc., the capaci-
ty is, for one, radically lower compared to today’s 
cellular and wired networks. With respect to 
communication link reliability, the wired links are, 
as a rule of thumb, more reliable, but in larger-
scale networks, the routing structure is typically 
the most error-prone element due to e.g. network 
congestion. The results of [31] revealed that our 
solution gives allocations that are optimal or very 
close to optimal (Figure 4b) and that it outper-
forms the benchmark algorithm in terms of the 
acceptance rate (Figure 4c). The results demon-
strate that our task offloading algorithm enables 
execution of computational tasks with strict delay 
requirements, which is necessary for delay-critical 
medical services. Minimizing the usage of re-
sources per request allows higher resource utiliza-
tion rate and therefore helps reducing the infra-
structure costs and power consumption. 
Furthermore, thanks to improved resource utiliza-
tion, our algorithm helps improving the scalability 
of the system, which is especially important in 
large and multi-site hospitals or other healthcare 
organizations. 

Conclusions and future work 

In our recent work, we have successfully demon-
strated the feasibility of the edge-cloud continuum 
as the base approach for providing efficient and 
secure distributed e-health and e-welfare services. 
This article summarizes the key results of our four 
recent scientific articles and interprets their signif-
icance for healthcare use. As the base architec-
ture, we took a three-tier Edge-Cloud architecture 
[1], which enables utilizing the optimal of the 
three architectural tiers for deploying different 
system components. We started by introducing 
our conceptual nanoEdge service model for ena-
bling efficient distributed local edge computing. 
Then we presented the results of our study related 
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to dynamic resource-aware service orchestration 
[29] and the integration of Blockchain with Edge 
Computing for achieving sufficient level of privacy 
and trust between various stakeholders of distrib-
uted e-health and e-welfare services [30]. As the 
fourth contribution, we proposed and simulated 
an algorithm for edge-cloud orchestration to min-
imize the usage of system resources, while maxim-
izing the number of accepted latency-limited task 
requests [31], which is especially important laten-
cy and mission-critical medical applications, such 
as surgical navigation. 

Based on the 6G vision [32], we foresee that the 
focus of the technology development will be in 
integrating AI, ML, edge-cloud and distributed 
ledger technologies for enabling novel digital 
healthcare solutions and optimizing current solu-
tions to be more effective, efficient and secure. 

Furthermore, besides the technology develop-
ment, modeling and evaluating the costs and risks 
of developing current healthcare IT architecture 
towards the proposed direction is crucial. A com-
prehensive analysis of the current challenges and 
pitfalls in adopting the novel technologies to the 
daily processes of healthcare organizations, taking 
into consideration, e.g., the needed change man-
agement, the costs of transition and the regulatory 
requirements, is needed. 
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