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Abstract  

Technology is increasingly being brought into the home care of older people. Digitalization is seen as an 
enabler for efficient and resource-saving operations. In the use of technology, informed consent is con-
sidered an ethical practice and part of a responsible home care service system. The aim of this article is 
to describe the problem of informed consent in situations where emerging technologies, such as artificial 
intelligence (AI) and mass data, are used as part of welfare services and home care for older people. The 
article discusses principles and ways to better integrate informed consent as an ethical practice into a 
responsible home care service system. 

A qualitative study was carried out to gather the views of experts in the field of elderly care and ethics. A 
content analysis of a semi-structured focus group was used to explore perceptions of the changing nature 
of informed consent. According to our findings, the informed consent model requires updating. The key 
is to embrace the idea that consent is a living process designed to respect people's autonomous choices 
and protect them from risk. If the nature of the use of the data collected from individuals changes signif-
icantly in the future, the consent should also be updated to reflect this change. This aspect is important 
because new technologies will change the nature of the collection and use of the data. Mass data collec-
tion combines multiple databases so that the resulting data can be used even far from the original purpose 
or context in which it was collected. Therefore, consent should always be tailored to the context, allowing 
sufficient time for the person seeking and giving consent to clarify the content of the consent. This process 
highlights the importance of understanding the agency of the consent giver. 
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Introduction 

The analysis of registers and electronic health rec-
ord systems in research, healthcare, and govern-
ment databases offers countless opportunities to 
answer important clinical and human well-being 

research questions. Add to this the possibility of us-
ing the vast amounts of data available in commer-
cial databases, social media, and health data from 
different apps, wearable devices, and connected 
medical devices, and we are already talking about 
unprecedented visions of data exploitation [1]. A 
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new and growing trend is to bring data-collecting 
technology into the home of the elderly in the form 
of preventive monitoring, to gather information on 
the functional capacity and health status of older 
people [2]. 

The issue of informed consent and its importance 
have long been a topic of debate among research-
ers. Traditionally, informed consent has been re-
quested in writing when the potential participant 
has been told in writing and orally about the facts 
related to the study [3]. However, it is notable that 
there are several ethical issues regarding informed 
consent in smart technologies, especially home 
monitoring in older age. These ethical concerns en-
compass facets such as autonomy, safety assur-
ances, diminished human interaction, and equity 
[2]. 

Digital consent and mass data 

The GDPR and the Data Protection Act guide treat-
ment-related research. In social and healthcare ser-
vices, personal data processing follows statutory 
grounds. Thus, explicit consent under GDPR is not 
mandatory from the client or patient. However, 
consent is necessary for implementing technology 
to preserve individual autonomy, particularly if it 
impacts privacy or everyday life significantly.  

Technological and societal changes in information 
practices offer new opportunities for innovative im-
plementation of informed consent. In traditional in-
formed consent, consent is signed on a paper form, 
while digital consent can include electronic data, 
multimedia, video, and interactive computer inter-
faces [3]. An alternative way to sign consent can be 
by clicking on the consent form or by providing an 
electronic signature. In this context, the re-
searcher's role may also differ from the traditional 
approach, as the researcher may be temporally or 
spatially distant from the participant. 

Consequently, it becomes evident that ensuring 
freedom of choice is even more challenging with 
digital consent compared to traditional consent. 
Nevertheless, it is important to emphasize that 
Finnish law governing medical research mandates 
written consent, although electronic signatures are 
permissible [4]. 

As the introduction of digital and electronic consent 
methods using smartphones, computers or weara-
ble technology offers new opportunities for signing 
informed consent, it also requires reflection and 
recognition of the challenges. Interactions must be 
simple, informative about the risks and benefits, 
and understandable to users. Clicking on the agree-
ment box without reading the information would 
be like signing a consent form without reading it. In 
line with De Sutter et al.'s findings [5], electronic in-
formed consent exhibits the potential to augment 
the informed consent process in research when jux-
taposed with conventional paper-based methodol-
ogies. It is imperative that ethical, legal, regulatory, 
and user interface considerations be thoroughly de-
liberated and integrated into forthcoming deploy-
ments of electronic informed consent. 

Home monitoring of older people 

Technology plays an increasingly important role in 
home care as a new operating logic to support older 
people’s independence [6]. One promising scenario 
is to use sensor technology in older people's homes, 
creating an intelligent environment that gathers 
data about changes in older person’s functional ca-
pacity much more accurately and reliably than 
short-term or random observations by individuals 
such as nearest ones, or home care professionals 
[7] (Figure 1). This data, along with a range of other 
devices that collect well-being data (such as smart 
mattresses and well-being wristbands), can be used 
to detect and visualize fluctuations in the resident's 
activity level. It complements traditional health 
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data and provides a holistic view of a person's daily 
performance. Together they can provide a compre-
hensive picture of a person's functional capacity 
and reveal acute or gradual changes. In Finnish care 
for the elderly, when using technology, careful con-
sideration must be given to the distinction between 
primary and secondary uses of data. Data collected 
in the context of care provision may be repurposed, 
for instance, in research endeavors. Data gathered 
for care purposes, termed primary use, typically 
aligns with initial consent, while secondary use, 
such as for research, entails employing data for new 
objectives, often necessitating further consent or 
robust legislative measures.  

In order to identify changes, algorithms are needed 
to draw a wide range of conclusions about a per-
son's functional capacity based on the data 

collected by sensors. The analyses will result in sug-
gestions for the person, their loved ones or health 
professionals to initiate the necessary treatment 
and rehabilitation. At best, such applications bring 
significant improvements in the sense of security 
and overall quality of life. On the other hand, they 
reduce the elderly person's control and prevent 
them from being constantly aware of the technolo-
gy's performance. 

The service scenario described above usually in-
volves formal (and often informal) care and multi-
ple stakeholders, raising questions of integrity, au-
tonomy, and privacy. A variety of actors may be 
involved: home care staff, employees of a technol-
ogy company, researchers, and representatives of 
the service organization. All should have a view on 
ethical issues and their solutions. 

 

 

Figure 1. Home monitoring of older people. 
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The principle of autonomy 

The principle of autonomy asserts individuals' right 
to make decisions for themselves, encompassing 
their capacity to plan and act towards their own 
goals [8]. It is a fundamental human rights consid-
eration in technology design for older adults, em-
phasizing respect for their will and choices, even 
when conflicting with perceived best interests. Un-
der this principle, technological interventions are 
justified only if older adults are provided with 
meaningful choices and comprehensive infor-
mation about their options and consequences. This 
approach prohibits installing technology against an 
individual's will [3]. 

Respecting a person's autonomy entails refraining 
from overriding their will through coercion, threats, 
or restrictions on their freedom. In technology de-
sign for the elderly, this means ensuring that they 
are adequately informed to make decisions about 
adopting and using technology. Rauhala-Hayes sug-
gests that this requires the elderly person to be 
competent, possessing cognitive skills such as re-
ceiving and understanding information, reflecting 
on issues based on this information, justifying deci-
sions, and implementing them. Autonomy can be 
seen as the freedom to act according to one's 
wishes without interference from others [9]. Re-
spect for human autonomy is a central ethical prin-
ciple in European Union directives on emerging in-
telligent technologies. It emphasizes the moral 
imperative to honor individuals' autonomy and 
treat users as valued members of society in tech-
nology design [10]. 

Privacy encompasses four key dimensions: physical, 
social, psychological, and informational. Physical 
privacy, related to personal space and territory, is 
particularly significant in contexts like elderly home 
care. Social privacy involves managing social inter-
actions, posing challenges in settings like nursing 

homes or technology-driven monitoring. Psycho-
logical privacy concerns individuals' control over 
cognitive and emotional behavior, values, and dis-
closure of intimate information. Informational pri-
vacy pertains to the confidentiality of personal 
data, with challenges including data anonymization 
and navigating complex regulatory frameworks. 
[11,12]. Confidentiality is rigorously regulated both 
at the national and European Union levels. Chal-
lenges in maintaining confidentiality include data 
anonymization, collaboration among stakeholders, 
complex regulatory frameworks, and the delicate 
balance between social benefits and privacy con-
cerns [13]. 

The principle of Informed consent 

Technology should be integrated into societal ser-
vices and activities to enhance quality of life while 
minimizing harm. The approach to implementing 
home care technology varies depending on the so-
ciety's adopted theory of justice, which may em-
phasize principles of social justice (such as equality 
and solidarity) or autonomy (focusing on individual 
freedom and choice). Rauhala-Heyes [9] explores 
technology adoption based on needs, advocating 
that introducing technology into an elderly person's 
daily life is justified if it helps fulfill fundamental 
rights-based needs. 

Informed consent is essential for implementing and 
adopting any technology, especially concerning vul-
nerable older individuals. It affirms people's right to 
consent to the introduction and use of technology 
in their lives. This concept involves three key com-
ponents: providing information about options and 
consequences, ensuring voluntary and uncoerced 
consent, and confirming the person's ability to rea-
son the options [14,15]. To give consent, individuals 
must receive necessary information and under-
stand the role and consequences of technology. 
The principle of informed consent also extends to 
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research and experimental use of assistive technol-
ogy, where participants are presented with detailed 
information and asked to provide consent for new 
interventions, ensuring they understand the impli-
cations and risks involved [16]. 

Research objective and research questions 

Our aim was to discuss the problem of informed 
consent and the use of consent in situations where 
emerging technologies, such as artificial intelli-
gence (AI) and mass data, are used as part of wel-
fare services and home care for older people. We 
wanted to address the following questions:  

RQ1. What is the purpose of informed consent?  

RQ2. What is its role in healthcare?  

RQ3. Should the practice be embedded not only in 
medical research but also in data collection situa-
tions for AI-based applications, such as home care 
for the elderly, where various monitoring and data 
collection technologies are becoming more com-
mon? 

As there are already significant challenges in apply-
ing informed consent and putting it into practice, 
even in traditional research, let alone in implanting 
consent into the technology needs of home care, it 
is important to consider the situations in which con-
sent is appropriate.  

RQ4. Where should it be embedded?  

RQ5. How should consent be implemented in an 
ethically sustainable way? 

Research methods 

A qualitative study was carried out in Finland to 
gather the views of experts in the field of elderly 
care and ethics. Our methodological approach can 

be characterized as documentary and discourse re-
search [17,18]. We explored the key conceptions of 
informed consent in the research literature [19] 
and used discourse to consider the key paradig-
matic case of home care for older people. 

A semi-structured focus group method [20] was 
used to explore perceptions of the changing nature 
of informed consent. This qualitative co-design 
method is based on a semi-structured group inter-
view technique that facilitates direct interaction, 
generates new insights, and encourages partici-
pants to compare different perspectives [21]. The 
method was chosen to gain insight into the collec-
tive views of the experts about the changing con-
text of informed consent, as well as the experiences 
of the participants. The pre-set questions ad-
dressed in the focus group were:  

What ethical challenges are identified in the con-
sent process?  

How could these challenges be approached?  

What values need to be protected and how are 
these values decided?  

How can ethical reflection be put into practice?  

What solutions are proposed? 

We invited a group of academics, 6 women and 3 
men, working on ethics, regulation and aging re-
search to join the discussion. The group consisted 
of researchers (research director, associate profes-
sors, senior researchers, post-doctoral researchers, 
doctoral students, project manager) from six re-
search organizations, with different backgrounds, 
including social sciences, aging, ethics, regulation, 
and technology for older people. Consent was 
sought and obtained from the participants to use 
the material collected for publication purposes, and 
permission was also recorded. 
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The discussion session took 2 hours and 30 minutes. 
The moderator encouraged the group to produce 
forward-looking ethical debates. Through dialogue, 
we raised issues of consent and articulated them. In 
addition, the group explored the potential positive 
ethical implications for the development of ethi-
cally and socially sustainable technology services 
and the associated model of informed consent. We 
wanted to discuss how the principle of informed 
consent could be applied in cases involving new 
technologies combining AI and Big Data. Is the tra-
ditional written informed consent process at all ap-
propriate for these research paradigms? We also 
wanted to consider the role of informed consent in 
situations where technology is left permanently at 
the individual's home. As noted, such use situations 
include sensor technology installed in the home as 
a home care service to monitor an older person's 
functional capacity. 

The focus group discussion was recorded and tran-
scribed. This was followed by a qualitative content 
analysis which allowed the raw data collected to be 
summarized into themes based on valid reasoning 
and interpretation. The process uses inductive rea-
soning, which allows themes and categories to 
emerge from the data through careful examination 
by the researchers. By examining themes and 
meanings, researchers can understand social reality 
in a subjective but scientific way [22]. The research-
ers first went through the gathered material indi-
vidually and drew conclusions about the research 
questions, and finally unpacked and summarized 
the results together. 

Results 

In the following, we present the main topics and re-
spective findings based on a qualitative content 
analysis of the focus group discussion. The unedited 

quotes from the group discussion are shown in ital-
ics in the indented paragraphs. 

Consent is about realizing the right to self-deter-
mination (RQ1-2) 

Consent has traditionally been understood as an 
important part of the regulatory framework that 
limits data collection and ensures respect for indi-
vidual autonomy and freedom. The focus group dis-
cussed that consent requires that the individual is 
informed of his or her options and the conse-
quences of each option, that consent is voluntary 
and not coerced, and that the individual has the 
power to decide on the options. The person must 
therefore have the necessary information to give 
consent. In health research in particular, the as-
sumption has been made that consent is based on 
an understanding of the risks associated with the 
research. The same applies to technology: for ex-
ample, a person must be able to understand the sig-
nificance of the technology to be installed in the 
home and the consequences of their decision.  

Consent is based on a voluntary choice and deci-
sion by the individual. What does voluntary 
mean? How can the person giving the infor-
mation ensure that the consent is valid and that 
the person giving the consent does not have 'di-
minished capacity of self-determination'? 

Consent is a form signed by the person. By signing 
the form, the person gives his or her specific con-
sent to the collection and use of the data or re-
search material, and indicates that he or she under-
stands what he or she is participating in. Consent 
underlines the right of the individual to refuse, for 
example, to participate in the research, and the 
right to withdraw from the research. 

The consent form should indicate the purpose of 
the data collection, and how it will proceed, as well 
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as any risks to the individual and the opportunity to 
ask questions. The information in the consent form 
should be discussed with the person or otherwise 
made sure that the person understands what is 
stated in the form. 

It is important that consent is signed voluntarily, 
without any sense of coercion or pressure. There-
fore, for example, the data collector or the re-
searcher should not be in a position of authority 
over the person. For example, the keeping of a reg-
ister is usually required by law and the authority 
cannot base the processing of data on the consent 
of the data subject. 

This is interesting and somewhat confusing. In 
other words, consent is not voluntary if the 
data are collected for the purposes of the con-
troller and by a public authority. In what cir-
cumstances, then, should the person giving 
consent be able to withdraw it? 

Case home care (RQ3-4) 

Informed consent must be obtained in a way that 
respects the individual's right to self-determina-
tion. No one should be unnecessarily persuaded or 
coerced into using a device, for example by threat-
ening institutionalization. The advantages and dis-
advantages of the use of devices must be consid-
ered together, but ultimately older people should 
have the right to decide for themselves where tech-
nology is used and whether it is used at all. They 
have the right to decide how personal information 
about themselves is used and to protect their phys-
ical, psychological, and social intimacy.  

Freedom and autonomy are closely linked to the 
right to self-determination. There is often a certain 
stigma attached to aging, a suspicion that a person 
is unable to weigh up options and make choices for 
themselves, with relatives or care givers trying to 

make decisions on their behalf. For people with 
memory problems, the quest for autonomy is often 
linked to issues of security and privacy. 

A person needs to have sufficient knowledge and 
understanding of the meaning and use of the de-
vices installed in their home to support their own 
judgment and decision making. The installation of a 
device must be based on consultation of the per-
son's needs. This, together with the use, mainte-
nance, and cost of the equipment, must be ex-
plained in sufficient detail to enable the person to 
understand the information. 

Older adults, like all citizens, should have the right 
to choose the technology they accept in their daily 
lives. These choices may relate to the quality, quan-
tity, and purpose of the technology. However, for 
older people, the issue of combining autonomy and 
care is an ethical question that often arises. These 
problems are most evident in the case of people 
with memory problems. For example, everyone has 
a right to privacy, but when a person's memory is 
impaired, it can be difficult to discern what is best 
for him or her. 

It can be difficult to obtain informed consent for 
people with memory problems, even if the person 
has been adequately informed. Also, the consent 
can be difficult to interpret correctly. The memory 
disease may have progressed to the point where 
the person is no longer able to understand the func-
tion of the equipment. He or she may indicate con-
sent to the devices but may mean something else. 
Therefore, instead of informed consent, it may be 
worth considering some other way of ensuring the 
person's consent to the use of the technology. In 
such a situation, a possible approach could be, for 
example, to refer to the person's life history and, 
from this perspective, to consider what the person 
would have chosen to do in that situation, before 
becoming ill [16]. 
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Alongside memory loss, the question of the princi-
ple of protection of the individual, which can be 
seen as a counterpart to respect for the right to self-
determination, may arise in the care of the elderly. 
In line with the principle of protection, it can be as-
sumed that caregivers, for example in home care 
for the elderly, have a duty to protect the funda-
mental rights of the elderly person. This protection 
can be applied from the perspective of the individ-
ual's personal interest and freedom and can be 
seen as a right to protection against violations of 
their rights by third parties or by the elderly them-
selves. In this case, decisions relating to technology 
should be made in the individual's best interests 
[23]. 

At some point the responsibility for making deci-
sions about the introduction and use of technologi-
cal devices will shift from the elderly to informal or 
formal caregivers. In this case, it is important to 
clarify who will decide when this point is reached. 

It is a relief to remember that the authority is 
always acting under its official responsibility, 
and that the action must be organized in ac-
cordance with the law.  

The public authority is not necessarily the only 
one processing and using the information. In-
creasingly, the data processor is a private com-
pany, and the role of the public authority is to 
act as a subscriber to the data processed. If the 
authority discloses information to private ac-
tors, are these actors also subject to the same 
liability? 

Obtaining or even asking for informed consent may 
not always be straightforward. The home care pro-
cess should therefore take time to discuss the risks 
and benefits of technology and the importance of 
informed consent with the client. The uncertainty 
of obtaining consent and making a voluntary 

decision based on it has been seen as problematic, 
particularly for people with memory problems. 

It is not always easy to ensure that a person 
has understood what they have been told. If 
they have not, the decision can be taken jointly 
by all stakeholders - the older person, their 
loved ones and care staff. What if the person 
has no relatives or friends? Is this where the 
guardian comes in?  

Because the consent process emphasizes cognitive 
abilities, it often excludes people with memory 
problems from studies. A key question here is what 
an alternative condition for a signed consent form 
could be to collect data in the most ethical way pos-
sible. 

Mass Data - How do you know what you agree to? 
(RQ5) 

The increasing collection and analysis of mass data 
in preventive health care and home care brings new 
perspectives to the concept of informed consent. 
The essential question is whether true informed 
consent is even possible in the era of Big Data and 
artificial intelligence, where vast amounts of data 
are collected [24]. Traditionally, consent is given for 
one specific research or technological use, not for 
several different uses of data. Mass data collection 
and aggregation, on the other hand, aims to com-
bine numerous databases so that the resulting data 
can be used even far from the original purpose or 
context in which it was collected [25]. In this case, 
the individual cannot know to which use of the data 
he or she gives his or her consent. "Informed" con-
sent is therefore impossible because even the data 
collector may not know in advance all the purposes 
for which the data will be used. 

The new wellbeing services counties should 
find out where all the health data collected 
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from people will be disseminated and who will 
use it. Will the data be collected to promote 
public health or individual well-being? 

From a privacy perspective, the situation may also 
change when databases are merged. Current meth-
ods of data anonymization may not be sufficient to 
ensure that health data shared by individuals re-
main anonymous in the future. When databases are 
merged, data de-anonymization methods may 
make it possible to re-identify individuals based on 
the information shared. 

If a person changes their mind, and even if they are 
promised that they can withdraw their consent 
later if they wish, the consent data may already 
have been entered into the systems in an anony-
mized form. Once anonymized, the individual can-
not withdraw consent or request the deletion of 
their data. This must be explained in the infor-
mation notice to data subjects. This is standard 
practice in research. 

Secondary use of health data is increasing, and 
information is flowing to many parties. More 
and more data are collected on healthcare cus-
tomers proactively, for preventive healthcare. 
The reason for the length of research commu-
nications is that they must tell the subject eve-
rything that is relevant to the research. But is 
this always possible? So perhaps informed con-
sent in healthcare is not such a good way to 
collect data, and this is a much-debated issue 
in the use of health data. At least that consent 
should only be sought for a specific purpose or 
purposes. 

The world is constantly changing with the de-
velopment of artificial intelligence and technol-
ogy. Values change over time and in society. 
How do they evolve and how does our thinking 
about values evolve? What does human 

autonomy mean, which has a huge number of 
different dimensions as a physical and mental 
experience? Will our understanding of it re-
main the same in 10 years' time? What silent 
signals are circulating in our time? How could 
they be better considered in the care of the el-
derly? What kind of skills are needed to do 
this? 

The results of our research show that the debate on 
informed consent is easily left ambiguous. On the 
other hand, it is easy to extend it in many direc-
tions. This study sought to examine the issue from 
pre-defined perspectives. The dialogue was moder-
ated in an open and informed manner, exploring 
different perspectives in an atmosphere of mutual 
respect between researchers.  

We summarize the main observations that 
emerged from our focus group discussion as fol-
lows: 

1. The ethical and practical challenges associated 
with the secondary use of health data must be 
opened to debate when considering the ad-
vantages and disadvantages of using mass data. A 
generally accepted, trust-based approach to as-
sessing and governing the ethicality of further data 
use needs to be built. 

2. Where the principle of informed consent is cho-
sen as an approach, consent must be developed as 
a process. 

3. The home care process should include time to 
discuss the risks and benefits of technology and the 
meaning of informed consent with the client. 

4. Ethical evaluation and governance of home care 
technology should be an ongoing activity in our so-
ciety. 
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5. The changing values of society must be discussed 
and examined proactively and openly, as values in-
fluence how and by what means different techno-
logical solutions are accepted and what is ethical to 
ask for consent in the first place. 

Discussion 

Home care technology, such as monitoring systems, 
has been assessed to increase the quality of life of 
older people living at home. However, the use of 
technology, especially AI, raises ethical issues re-
lated to the collection and sharing of mass data, pri-
vacy, confidentiality, data security and protection, 
prevention of harm and the realization of the right 
to self-determination [2,13,26-29]. Factors affect-
ing the health status of older people, such as mobil-
ity impairments and dementia, may increase con-
cerns about ethical issues when using technology 
[30]. 

The right to self-determination of the elderly is pro-
moted through the practice of informed consent. 
This practice has been introduced specifically for re-
search purposes. In the context of home care, the 
principle should be a prerequisite for the adoption 
and acceptance of technology. It requires that the 
person is informed of his or her options and the 
consequences of each option, that consent is volun-
tary and not coerced, and that the person has the 
capacity to consider the options presented [3,16]. 

Technology and informed consent in older people's 
homes should be seen as a cross-cutting issue, 
guided by a shared goal of well-being for older peo-
ple. Co-development should be used to find solu-
tions that allow the different actors' competences 
and perspectives to be made visible and coordi-
nated. We align with the findings of De Sutter et al. 
[5], affirming that electronic informed consent has 
the potential to improve the research consent pro-
cess, even among older individuals. However, it is 

imperative to comprehensively address and inte-
grate ethical, legal, regulatory, and user interface 
considerations for the future implementation of 
electronic informed consent. 

Our aim was to bring together researchers to dis-
cuss informed consent and emerging smart tech-
nologies, to gain a better understanding of how in-
formed consent practices might need to change. In 
further research, we believe it is important to in-
clude not only researchers in the discussion, but 
also those who would implement the technology 
and those who would be affected by such decisions: 
end-users (older people) as well as service provid-
ers and care professionals. The development of a 
technology-related culture requires a continuous 
debate on values and attitudes, building knowledge 
through trusted networks, multi-professional coop-
eration, communication, and sparring. Ethical dis-
cussions should be part of a multidisciplinary dia-
logue that anticipates the impact of technological 
innovations and their positive and negative conse-
quences [31]. This is particularly important when 
technology is used in decision-making for vulnera-
ble people. 

Conclusion 

Informed consent should be seen as a living pro-
cess. Obtaining consent from a research subject for 
the collection of research data or from an elderly 
person for the use of technology in home care ser-
vices does not just mean signing a permission slip. 
The key is to embrace the idea that consent is not a 
one-stop shop, but rather a living process designed 
to respect people's autonomous choices and pro-
tect them from risks. It is thus not a "one size fits 
all" method and should always be tailored to the 
context so that the person seeking and giving con-
sent must have sufficient time to clarify the content 
of the consent. This process emphasizes the 
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importance of understanding the agency of the 
consent giver. At the same time, as circumstances 
change, consent may also need to be reconsidered. 
If the nature of the use of the data collected from 
the individual changes substantially in the future, 
for example as technology develops, the consent 
collected from the individual should also be up-
dated to reflect this change. For example, if artificial 
intelligence technology would allow the data al-
ready disclosed to be processed in a new way or for 
a new purpose, the issue of consent should be re-
viewed before the new use of the data. 

Further research is needed on the freedom of 
choice in the adoption of smart technologies for 
home care of older people and how it can be ex-
pressed. Freedom means autonomy in a sense that 
the person is not only free to choose between dif-
ferent alternatives, but also that the conditions of 

choice are not manipulated. Ideally, autonomous 
choices of ends and actions are freely made. Closely 
linked to this is the question of how to enable the 
conditions that maintain and enable human equal-
ity, which is a prerequisite for freedom.  

Future research should also focus on the use of dig-
ital consent methods in the context of Big Data col-
lection and the ethical issues involved, particularly 
from the perspective of older people. It is also an 
important topic for future discussion how consent 
could be ‘informed’ if the data subject does not 
know at the time of data collection for what possi-
ble future uses the data are being collected. Future 
research would benefit from including the views of 
both clients and home care professionals. 
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