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Abstract  

Innovation ecosystems are recognized as significant actors in promoting the adoption of digital innova-
tions, such as artificial intelligence (AI). This study examines the organizational motivations for participat-
ing in Finland's government-led AI innovation ecosystem for healthcare and social welfare, which was 
established by the Ministry of Social Affairs and Health in 2024. The research addresses two questions: 
(RQ1) What motivates organizations to join a government-led healthcare and social welfare AI innovation 
ecosystem, and what are the key mechanisms behind joining? and (RQ2) How do different types of organ-
izations perceive and seek value within this ecosystem? Employing a theoretical framework that combines 
innovation systems theory and ecosystem theory, this study analyzes data from ecosystem member or-
ganizations (N=166) collected via an online questionnaire during the ecosystem's initial four months, from 
June to September 2024. Five key interconnected mechanisms driving participation were identified: (1) 
knowledge synergy, (2) resource allocation, (3) legitimacy enhancement, (4) regulatory influence, and (5) 
societal impact. These mechanisms interact in systemic ways, with each supporting and reinforcing others 
when present, while their absence can constrain ecosystem engagement. Private companies focus on 
market opportunities, public organizations prioritize organizational improvements and efficiency, and re-
search institutions emphasize knowledge development alongside practical applications. The research con-
tributes to the theoretical understanding of government-led innovation ecosystems, particularly for ad-
vancing AI development in public healthcare and social welfare, and offers insights for designing and 
managing such initiatives. 
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Introduction 

Government-led national innovation ecosystems 
are emerging as a potential solution for coordinat-
ing the development and implementation of artifi-
cial intelligence (AI) solutions in the healthcare and 
social welfare [1–4]. This study defines an innova-
tion ecosystem as a coordinated network of public, 

private, and third-sector entities that pursue shared 
objectives related to specific innovation [5–7]. In-
novation ecosystems in public healthcare and social 
welfare are complex due to diverse stakeholders, 
regulatory requirements, and the need to balance 
technological advancement with ethical considera-
tions and social responsibility [7]. 
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In Finland, the Ministry of Social Affairs and Health 
launched a national AI ecosystem for healthcare 
and social welfare (“SOTE-tekoälyn ekosysteemi”) 
in the summer of 2024. This represented a strategic 
effort to accelerate the responsible and effective 
adoption of AI while ensuring public value creation 
in this societally critical sector. The Finnish national 
AI ecosystem is an informal network led by the Min-
istry, involving authorities, companies, NGOs, and 
researchers, and includes over 200 member organ-
izations aiming to facilitate, enable, and fund AI uti-
lization [8].  

Despite growing academic focus on AI-related re-
search in healthcare and social welfare [9–12], 
there remains a research gap regarding organiza-
tional motivations for engaging in government-led 
national AI initiatives [13]. Understanding these 
drivers is important for both theoretical advance-
ments and the practical sustainability of such eco-
systems.  

Theoretical framework 

This study employs an integrated theoretical frame-
work combining innovation systems theory (IST) 
[14,15] and ecosystem theory [6,16] to examine or-
ganizational motivations within Finland's govern-
ment-led AI ecosystem for public healthcare and 
social welfare [17]. 

IST provides a macro-level perspective on institu-
tional roles and policy influences, emphasizing how 
innovation emerges from interactions among di-
verse actors within institutional frameworks 
through knowledge flows and interactive learning. 
The functional approach within IST [18,19] analyzes 
how government interventions fulfill specific func-
tions within innovation systems. 

Ecosystem theory offers a meso-level perspective 
for examining networks of interdependent actors 

who co-create value [6,16], emphasizing the inter-
dependence of actors, ecosystem orchestration, 
and diverse organizational roles. It enables analysis 
of the Finnish initiative as an interactive network, 
highlighting value dynamics, resource access, and 
governance influences. 

This integrated framework enables exploration of 
the government's orchestrator role and varying or-
ganizational value perceptions.  

The research questions of this study are:  

RQ1: What motivates organizations to join a 
government-led healthcare and social welfare 
AI innovation ecosystem, and what are the key 
mechanisms behind joining?  

RQ2: How do different types of organizations 
perceive and seek value in this government-led 
innovation ecosystem? 

This research contributes to the theoretical under-
standing by examining the interplay between IST 
and ecosystem theory in public sector AI develop-
ment, while providing policymakers and organiza-
tional leaders with actionable insights for managing 
collaborative innovation initiatives. The Finnish 
context offers a suitable setting, characterized by 
strong public sector healthcare leadership [20] and 
a focus on complex AI applications that require pub-
lic oversight and private innovation [21]. 

Materials and methods 

Case introduction 

Finland's national ecosystem for AI in healthcare 
and social welfare was established by the Ministry 
of Social Affairs and Health in June 2024, involving 
over 200 member organizations [8]. The ecosystem 
operates through hybrid governance with the Min-
istry providing strategic direction and key 
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institutional actors forming a coordination group 
(including the Finnish Institute for Health and Wel-
fare (THL), the Hospital District of Helsinki and 
Uusimaa (HUS), and publicly owned companies).  

The ecosystem's objectives include three intercon-
nected domains: enhancing service quality and pro-
fessional support, improving productivity, and gen-
erating business opportunities. This strategy 
embodies the dual aspects of public sector innova-
tion, merging societal benefits with economic value 
generation. The ecosystem advances these goals 
through coordinated projects, funding opportuni-
ties, knowledge-sharing actions, research partner-
ships, and policy development efforts. 

Research design and data sources 

This study employs a qualitative descriptive single-
case study design [22]. Qualitative descriptive 
methodology was chosen to provide an under-
standing of organizational motivations and value 
perceptions without predetermined theoretical 
categories. The single-case study approach enables 
an in-depth examination of ecosystem participation 
within real-world settings, facilitating analysis at 
both ecosystem and organizational levels while al-
lowing comparisons among various participant or-
ganizational types. 

The primary data source comprises membership 
applications from 166 organizations that applied to 
join the ecosystem during the first four months of 
operation, from June to September 2024, yielding 
175 individual responses. Concentrating on the 
ecosystem's early development phase allows cap-
turing fundamental motivations and initial relation-
ship building before institutional patterns become 
established. These membership applications were 
collected through an online application form con-
taining multiple fields. The primary open-ended 
question asked: "Why do you [as an organization] 

want to join the social and healthcare AI ecosys-
tem?" This question yielded rich qualitative data on 
motivations and expectations (4,187 Finnish words 
total). Additional form fields included organiza-
tional type (with predefined categories), organiza-
tion name, contact information, and a secondary 
open-ended field for "Free-form message or feed-
back to the ecosystem organizers", which provided 
supplementary contextual information. 

Secondary research data included official ecosys-
tem documentation, strategic plans, operational 
guidelines, and public announcements, establishing 
the institutional context and formal objectives. 

Data analysis 

The online questionnaire data were analyzed using 
descriptive statistical methods for quantitative in-
formation and through iterative coding for qualita-
tive responses. Quantitative analysis included per-
centage distributions across different categories to 
examine patterns in organizational characteristics, 
participation motivations, and perceived value ex-
pectations.  

For qualitative data, a systematic coding approach 
was employed, combining deductive elements from 
the theoretical framework with inductive elements 
derived from empirical data. The analysis pro-
ceeded through three stages using Atlas.ti soft-
ware.  

First, initial coding employed theory-derived codes 
from IST and ecosystem theory while remaining 
open to emergent themes. The theoretical frame-
work served as an analytical lens, allowing inductive 
codes to emerge that the framework did not antic-
ipate directly (e.g., legitimacy enhancement, regu-
latory influence).  

Second, cross-case comparison examined relation-
ships between organizational characteristics and 
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motivation patterns, identifying variations and 
commonalities across organizational categories. 
This analysis focused on how contextual factors in-
fluenced stated motivations. 

Third, interpretive analysis identified underlying 
causal mechanisms through iterative abstraction 
consistent with critical realist methodology [23], 
moving from empirical observations toward identi-
fying generative mechanisms. The analysis exam-
ined how these mechanisms operate differently 
across contexts and organizational types, reflecting 
the interplay between institutional structures and 
ecosystem properties. 

Data saturation was assessed through iterative 
analysis, with no new motivational themes emerg-
ing after analyzing approximately 100 organiza-
tional responses. 

Ethics 

This study did not require formal ethics board ap-
proval under Finnish research ethics guidelines, as 
it analyzed publicly submitted organizational appli-
cation data rather than personal data or research 
involving vulnerable populations. All participating 
organizations provided informed consent for their 
application data to be used for ecosystem develop-
ment and research purposes as part of the mem-
bership application process. The research focused 
exclusively on organizational motivations and char-
acteristics rather than individual personal infor-
mation. The data consisted of institutional re-
sponses regarding organizational goals and 
strategies, with no collection of sensitive personal 
data. Organizational anonymity has been main-
tained in all reporting. 

Results 

Data analysis from 166 organizations joining the 
Finnish AI ecosystem during its initial four months 
reveals key insights into participation motivations 
and value perception patterns. Private companies 
constituted the largest group (45%), followed by 
professional associations/NGOs (15%), healthcare 
regions/wellbeing services counties (12%), re-
search/educational institutions (11%), government 
agencies (7%), and others (10%). 

RQ1: Organizational motivation mechanisms 

Five distinct, yet interconnected, mechanisms were 
identified as driving organizational participation in 
the government-led AI ecosystem: (1) knowledge 
synergy, (2) resource allocation, (3) legitimacy en-
hancement, (4) regulatory influence, and (5) socie-
tal impact. These five mechanisms interact system-
atically with one another. For instance, knowledge 
synergy supports effective resource allocation, 
while legitimacy is linked to regulatory standing.  

The knowledge synergy mechanism emerged as a 
fundamental driver of ecosystem participation, en-
abling organizations to share and create new 
knowledge through systematic interaction. This 
mechanism relates to the ecosystem's capacity to 
foster collaborative learning, knowledge exchange, 
and the combination of diverse expertise across or-
ganizational boundaries. Organizations are moti-
vated by the potential to access complementary 
knowledge assets and engage in joint problem-solv-
ing that would be difficult to achieve inde-
pendently. The mechanism is fueled by the strength 
of knowledge growth achieved through interdisci-
plinary collaboration, with organizations frequently 
citing the value of networking, experience sharing, 
and collaborative development. Knowledge syn-
ergy appears particularly significant for technology 
companies and research institutions seeking to 
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enhance their capabilities through diverse perspec-
tives and specialized expertise, though its appeal 
spans across all organizational types. 

“In the ecosystem, we can exchange lessons: 
good and bad experiences with other ecosystem 
members and possibly plan joint experiments 
and development projects” (Wellbeing services 
county, R147) 

The resource allocation mechanism enables organ-
izations to share resources (including financial cap-
ital, technical infrastructure, human expertise, and 
valuable data sets) through ecosystem participa-
tion, with access to funding emerging as a particu-
larly critical. Several organizations explicitly identi-
fied the acquisition of financing as a primary 
motivation for participation. This mechanism stra-
tegically pools and distributes limited resources 
through the collaborative ecosystem structure. Or-
ganizations benefit from efficiency gains through 
economies of scale, expanded scope capabilities, 
and joint investment opportunities that would be 
unattainable individually. The mechanism proves 
particularly significant for wellbeing services coun-
ties and smaller organizations facing resource con-
straints. The ecosystem functions as a financial lev-
erage mechanism, where collaborative funding 
approaches reduce individual organizational costs 
while enabling access to larger-scale AI develop-
ment projects. Private companies value this mech-
anism for expanding their customer base. 

“Promoting funding acquisition to support the 
development of artificial intelligence for organ-
izational needs” (Wellbeing services county, 
R150) 

The legitimacy enhancement mechanism builds or-
ganizational credibility and trust through ecosys-
tem association. This mechanism operates by con-
ferring institutional validation, reputational 

benefits, and quality assurance through formal af-
filiation with the government-led initiative. Organi-
zations leverage this association to signal legitimacy 
to stakeholders, customers, and regulatory bodies 
within the highly regulated healthcare sector. For 
established companies, ecosystem participation re-
inforces market position and demonstrates com-
mitment to national digital health priorities. Mean-
while, startups and smaller enterprises gain 
credibility that typically requires years to develop 
independently. The mechanism creates a mutually 
reinforcing legitimacy exchange, where public sec-
tor validation enhances the trustworthiness of the 
private sector, while innovative private sector par-
ticipation strengthens the public sector's innova-
tion credentials. 

“As a notified body, we evaluate AI applications 
used in medical devices” (Private company, 
R91) 

The regulatory influence mechanism enables or-
ganizations to shape and influence regulatory 
frameworks through collective participation. This 
mechanism operates by creating a structured plat-
form that allows diverse stakeholders to collabo-
rate with policymakers, facilitating navigation of 
the complex and evolving regulatory landscape for 
AI in healthcare. Organizations gain amplified influ-
ence through collective representation, accessing 
policymaking channels that would be difficult to en-
gage with individually. The mechanism is particu-
larly valuable given the rapidly developing 
healthcare AI regulatory environment, including na-
tional frameworks and European AI regulations. Or-
ganizations explicitly expressed concern about reg-
ulatory barriers to innovation and the need for 
practical, balanced approaches to governance. In-
dustry associations, technology companies, and 
wellbeing services counties all demonstrated inter-
est in this mechanism, recognizing that regulatory 
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harmonization is critical for successful AI imple-
mentation in the healthcare context. 

“The EU legislation that will emerge in the com-
ing years will probably only worsen the situa-
tion, and we want to contribute to creating 
more sensible legislation” (University research 
group, R16) 

The societal impact mechanism motivates organiza-
tions to create broader social value through their 
participation in ecosystems. This mechanism re-
flects an organizational commitment to addressing 
complex societal challenges through collaborative 
innovation, extending beyond immediate commer-
cial or operational goals. Organizations are driven 
to contribute to healthcare system improvement, 
population wellbeing, and social sustainability 
through the ecosystem's collective capabilities. The 
mechanism connects organizational actions to sys-
temic outcomes, including improved healthcare ac-
cessibility, enhanced service quality, and solutions 
for demographic challenges such as an aging popu-
lation. While particularly evident among public sec-
tor entities with explicit social mandates, this moti-
vation also frequently appears in private sector 
responses, where companies integrate societal im-
pact with business objectives.  

“We want to participate in developing a better 
tomorrow and be involved in solving challenges 
related to the sustainability gap and population 
aging” (Private company, R145) 

RQ2: Value creation patterns 

Different organizational types perceive and pursue 
value within the ecosystem in distinct yet comple-
mentary ways, reflecting their institutional roles 
and missions and demonstrating how institutional 
and ecosystem perspectives intertwine. Despite or-
ganizational differences, common themes of value 

creation unite participants within the ecosystem. 
Foremost is the emphasis on collaborative value 
creation, with organizations recognizing that 
healthcare AI challenges require coordinated cross-
sectoral efforts. A second unifying theme is a com-
mitment to improving the national healthcare sys-
tem, reflecting a shared vision of AI as an enabler 
for service enhancement. Organizations recognize 
that individual success connects to ecosystem 
health, creating approaches that balance organiza-
tional objectives with collective outcomes. 

Private sector organizations demonstrate a distinc-
tive approach to value creation, with a dual focus 
on both commercial and societal benefits. Compa-
nies strategically pursue business value through 
market expansion, product development, and en-
hancement of competitive advantage, while fram-
ing their motivations in terms of broader public so-
cial and healthcare system improvements. Their 
value creation strategies emphasize technological 
innovation and the development of solutions that 
enhance productivity and efficiency. These organi-
zations value the ecosystem for market develop-
ment opportunities, allowing them to identify po-
tential customers and refine their offerings based 
on real-world requirements. Private companies of-
ten position themselves as problem-solvers, ad-
dressing organizational level challenges while pur-
suing commercial objectives. 

“We hope that through the ecosystem we could 
find public and private sector actors with whom 
we can further develop our products and find 
new business models" (R41) 

Public sector organizations demonstrate a value 
creation approach primarily focused on organiza-
tional-level improvements and efficiency enhance-
ments. These entities (particularly wellbeing ser-
vices counties) prioritize operational effectiveness, 
service quality optimization, and productivity gains 
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through AI adoption. Their value proposition cen-
ters on enhancing public service delivery through 
technological innovation while efficiently managing 
constrained resources. Public organizations strate-
gically leverage the ecosystem to facilitate collabo-
rative development opportunities and knowledge 
sharing. This collaborative approach allows them to 
implement solutions that address complex service 
challenges while improving accessibility and qual-
ity. The focus on organizational-level value creation 
reflects the public sector's broader mandate to en-
hance service provision while managing fiscal con-
straints. 

”[AI is] an absolute prerequisite for increasing 
productivity” (Wellbeing services county, R71) 

Research and educational organizations employ a 
value creation approach that bridges academic 
knowledge development with practical applica-
tions. These institutions position themselves at the 
intersection of theoretical advancement and real-
world implementation, creating value through the 
bidirectional flow of knowledge between research 
and practice. Their value proposition emphasizes 
strengthening research and development activities 
related to healthcare AI, developing relevant edu-
cational curricula that address industry needs, and 
providing a critical link between theoretical ad-
vancements and practical implementations. These 
organizations view the ecosystem as an oppor-
tunity to enhance the relevance of their research 
agendas and educational offerings while contrib-
uting specialized expertise to practical challenges. 

“We are interested in adding content to our de-
gree education, our continuous learning offer-
ings, and our project activities” (University, 
R18) 

Industry associations and non-governmental organ-
izations adopt a value creation approach centered 

on ecosystem-level influence and development. 
These organizations position themselves as sector-
wide representatives and facilitators, creating value 
through their ability to shape regulatory frame-
works, industry standards, and collaborative prac-
tices. Their distinctive contribution lies in aggregat-
ing diverse organizational perspectives into 
collective action, particularly in influencing policy 
development and regulatory processes where indi-
vidual organizations have limited impact. Industry 
associations specifically advocate for enabling reg-
ulatory environments that balance innovation with 
appropriate safeguards, while NGOs often empha-
size the inclusion of ethical, accessibility, and social 
dimensions in technological development. Both en-
tity types serve essential bridging functions, con-
necting ecosystem participants with external stake-
holders, including policymakers, international 
bodies, and broader civil society, thereby enhanc-
ing the ecosystem's legitimacy, coordination capac-
ity, and societal alignment. 

Discussion 

By integrating IST and ecosystem theory, this re-
search deepened the understanding of institutional 
forces and network dynamics in public sector tech-
nological transformation. The five identified mech-
anisms support and extend existing theoretical per-
spectives.  

The knowledge synergy mechanism aligns with IST's 
interactive learning emphasis [15] and the ecosys-
tem theory's knowledge co-creation focus [6], while 
specifying its operation in AI innovation contexts 
where technical and domain knowledge must align. 

The resource allocation mechanism provides new 
insights into public-private partnerships in AI con-
texts. While previous research emphasized formal 
institutional arrangements [14], these findings 
show that resource allocation also occurs through 
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informal ecosystem relationships [16]. This hybrid 
nature extends mission-oriented innovation work 
by demonstrating how public and private resources 
combine through formal and informal channels 
[24,25]. 

The legitimacy enhancement mechanism adds di-
mensions to trust-building theories. While prior 
work has focused on market-based legitimacy [26], 
these findings reveal that legitimacy in govern-
ment-led ecosystems operates through both insti-
tutional and market mechanisms, particularly rele-
vant for AI in healthcare, where trust has both 
technical and social dimensions [27]. 

Organizational value perception findings contribute 
to debates on value creation. While previous re-
search treated public and private values separately 
[28,29], these results demonstrate their intertwin-
ing in AI innovation, supporting mission-oriented 
innovation ecosystem work [21] while extending it 
by illustrating how different organizational types 
practically combine these values. 

The institutional-ecosystem interaction adds nu-
ance to innovation system governance theories. 
While some emphasize formal structures [30], 
these findings suggest complex formal-informal co-
ordination interplay, extending ecosystem govern-
ance work by showing how institutional and ecosys-
tem governance can coexist and complement each 
other [31]. 

Limitations and future research 

This study has several limitations. First, focusing on 
the ecosystem's early stage (the first four months) 
provides only a snapshot of an evolving phenome-
non, limiting our understanding of longitudinal pat-
terns. Second, the single-country context (Finland) 
constrains direct generalizability to other national 
contexts, though identified mechanisms may be 

applicable elsewhere with varying relative im-
portance. Third, relying on membership application 
responses introduces potential self-selection bias 
and socially desirable reporting, which may exclude 
critical perspectives. Fourth, the focus on formal or-
ganizations might underrepresent informal net-
works and individual actors in ecosystem develop-
ment. 

Fifth, artificial intelligence introduces characteris-
tics differentiating this ecosystem from other 
healthcare technologies. AI's rapid evolution inten-
sifies the knowledge synergy mechanism. The EU AI 
Act amplifies regulatory influence beyond tradi-
tional medical device regulations. AI's dataset de-
pendence creates distinctive resource allocation 
dynamics, and AI's "black box" characteristics intro-
duce unique legitimacy challenges, requiring algo-
rithmic fairness and explainability. These AI-specific 
characteristics suggest that while the five identified 
mechanisms may apply to other technology-fo-
cused ecosystems, their relative importance varies 
across technological domains. 

Future research should examine the development 
of longitudinal mechanisms, conduct international 
comparative analyses, and investigate how ecosys-
tems incorporate citizen perspectives. 

Practical implications 

The findings provide practical guidance for develop-
ing government-led AI innovation initiatives in 
healthcare and social welfare. Policymakers should 
design programs that support all five identified 
mechanisms through knowledge exchange plat-
forms, inclusive funding mechanisms, clear govern-
ance frameworks that balance credibility with inno-
vation flexibility, regulatory communication 
channels, working groups, and systematic impact 
measurement. These actions all require compre-
hensive communication measures, such as social 
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media platforms, websites, online and offline 
events and meetings, and email newsletters. 

Effective ecosystem management requires ad-
dressing long-term sustainability challenges. While 
government leadership provides essential initial le-
gitimacy and coordination, thriving ecosystems 
must transition toward distributed governance 
models. Ministerial funding and coordination at-
tract participants but create dependency relation-
ships that may constrain evolution. Ecosystem mat-
uration requires participants to assume increasing 
responsibility for strategic direction, resource mo-
bilization, and outcome evaluation. This transition 
from government-led to stakeholder-driven gov-
ernance is crucial for sustainable national AI inno-
vation ecosystems. 

Conclusions 

This study advances understanding of government-
led AI innovation ecosystems in healthcare and so-
cial welfare by extending IST and ecosystem theory. 
Five interconnected mechanisms (knowledge syn-
ergy, resource allocation, legitimacy enhancement, 
regulatory influence, and societal impact) drive par-
ticipation, revealing how formal and informal pro-
cesses combine to attract diverse participants. 

Organizations navigate dual institutional and eco-
system logics differently: private companies bal-
ance market opportunities with public value, and 
public organizations prioritize systemic improve-
ments at the organizational level. At the same time, 
research institutions bridge the gap between theo-
retical and practical knowledge.  

These findings suggest that a more nuanced theo-
retical understanding is needed regarding how or-
ganizations balance institutional pressures with 
ecosystem opportunities. Successful AI implemen-
tation requires policymakers to facilitate diverse 
motivations while maintaining ecosystem adapta-
bility and resilience. 
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