Thomas Grol3 and Timothy Osborne

Toward a Practical Dependency Grammar Theory of
Discontinuities

Abstract

The paper presents the major principles and cosadE dependency grammar theory
of discontinuities for English and German (and pneably for many other languages as
well). Discontinuities are identified in terms o&ditional projectivity violations. These
violations are then reanalyzed according toRlieng Principle This principle sees the
relevant constituent attaching to a word that isiteogovernor, but that dominates its
governor. Perhaps the most innovative aspect of abeount is thechain By
acknowledging the chain as the fundamental unisyitax, the door opens to an
efficient surface account of discontinuities anchgnather phenomena of syntax.

1. Discontinuities

Most theories of syntax acknowledge discontinuit{eslong distance
dependencies) in some manner or another. EnglidhGamman sentences
like the following are unacceptable because theytasn illicit
discontinuities:

(1) a. *Whose do you like answer?

(2) a. *That she will never reveal secret.

(3) a. *weil er sich das Geheimnis  geweigert hatzu erwahnen
because he himself the secret refused has mention
‘Because he refused to mention the secret.’

(4) a. *That one claimed was mentioned that it would rain.

(5) a. *Desire | have no(ne).

Sentences (1a) and (2a) are disallowed becauseréiroun modifiers
whose and that are separated from their govern@sswer and secref
respectively. Example (3a) is disallowed becawss Geheimnisis
separated from its governau erwé&hnen Example (4a) is disallowed
because the relative clausat it would rainis separated from its governor
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claimed And example (5a) is disallowed because the giiantio(ne)is
separated from its noudesire In other words, each of (la-5a) is
disallowed because an illicit discontinuity obtains

While the discontinuities in (1a—5a) result in wargmaticality, other,
quite similar discontinuities are perfectly accépa

(1) b. Whose answer do you like?
(2) b. That secret she will never reveal.

(3) b. well er das Geheimnis versucht hat zu eddh
because he the secret tried has to learn
Because he tried to find out the secret.

(4) b. The claim was mentioned that it would rain.

(5) b. Lust habe ich keine.
desire have | none
‘I have no desire (to do something).’

Sentence (1b) contains wh-fronting discontinuity, example (2b) a
topicalization discontinuity, example (3b) a scraimdp discontinuity,
example (4b) an extraposition discontinuity, andregle (5b) a splitting
discontinuity. The question that arises here corgéne contrast between
the a- and b-sentences. Why are the discontinuitieghe b-sentences
possible but the quite similar discontinuitieshe &-sentences blocked?
Examples (1a—b) and (2a—b) are often addressedrinstof Ross’
(1967) Left Branch Condition and pied-piping, exd@sp(3a—b) in terms of
Infinitivwerschrankung(Kvam 1983; Richter 2002) or in terms of the so-
called “third construction” (Besten & Rutten 198Riss 1995: 109ff.;
Hinrichs & Nakazawa 1998; G. Mduller 1998: 189ff.eiR & Sternefeld
2004: 488ff.), examples (4a—b) in terms of Ros96(@) Right Roof
Constraint, and examples (5a—b) in terms of splitdalization (= splitting)
in German (Riemsdijk 1987; Holmberg 1997: 14f.). Uioderstand the
phenomena that these terms denote, one must assurgeammar
framework. The accounts of these discontinuity $yfeen vary based upon

! Grammaticality judgments vary with sentences I{8a-b), whereby a number of

factors seem to influence acceptability. An anonyshoeviewer points out that the

appearance of two accusative objects (sich andsgagimnis) may be responsible for
blocking (3a). Note in this regard that (3b) congajust a single accusative object (das
Geheimnis). Furthermore, examples with an accusaind a dative object are possible,
e.g. weil er sich das Rétsel vorgenommen hat znldsecause he took it upon himself
to solve the riddle’.
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the relevant aspects of the framework chosen. @oesty-based

derivational theories such as Government and Bd@B) and the

Minimalist Program (MP) usually address discontiiesi in terms of

movement and traces. Constituency-based non-demaht theories

employ some sort of information passing mechanismorder to address
discontinuities, e.g. the slash mechanism of GdmethPhrase Structure
Grammar (GPSG) and Head Driven Phrase Structuren@Gaa (HPSG)

(Gazdar et al. 1985: Ch. 7; Pollard & Sag 1994: ©hand the functional
uncertainty of Lexical Functional Grammar (LFG) €Bnan 2001: 64ff.).

Dependency-based theories of syntax also have tmeians of
addressing discontinuities. These theories identdpd formalize
discontinuities in terms ofrojectivity (see for instance Hays 1964;
Gaifman 1965; Robinson 1970; Mak 1988: 35ff.; Heringer 1996: 259ff.;
Eroms 2000: 311ff.; Hudson 2000). A discontinuouscure contains one
or more projectivity violations. Many such accouetplore projectivity in
great detail, whereby various types of projectivitglations are described
and defined in a formal manner (Lombardo & LesmO@@roker 2000,
2003; Grol3 1992, 1999, 2003; Eroms and HeringeBROhese accounts
have provided a strong theoretical underpinning floe dependency
grammar understanding of discontinuities. Howewer,see a shortcoming
in the extent to which the various formalisms canpbactically employed
to efficiently explore the discontinuities that aven language does and
does not allow. Our account below has this shoriegnm mind.

This paper endeavors to present and develop the [asciples of a
more practical dependency grammar theory of discoities. The goal is
to establish empirically the central limitations discontinuities in English
and German. When all is said and done, a dependgacymar theory of
discontinuities will have been established that d¢ead to insightful
accounts of the various discontinuity types (edgfronting, topicalization,
scrambling, extraposition, splitting). Three higihlis of our theory are
given here for orientation:

Chain
A word or a combination of words that is top-doven ljottom-up) continuous.

Rising Principle
The head of a given chain must either be that shgovernor or dominate that
chain’s governor.
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Rising chain
The minimal chain containing the root of the risgrain and the risen chain’s
governor?

The chain concept developed in this paper is f@adsWwed by Bech’s
(1955) seminal exploration of coherent and incofeo®nstructions. The
verb combinations that Bech investigated are chaineur dependency
grammar system. Our understanding of the chain, elilewy follows

O'Grady (1998) insofar as the chain is a unit ohtax unique to
dependency grammar. By acknowledging chains andoteehat they play
in discontinuities, the major limitation on disconities is identified,

namely the Rising Principle, and based on thisgple, rising chains are
discerned in view of which one can characterizecifipe types of

discontinuities.

This paper is organized as follows: Section 2 prissesome central
aspects of our dependency grammar. Section 3 es$tablthe concept of
rising. Section 4 defines and illustrates inversiand shifting, two
mechanisms that result in non-standard orderingsthat do not involve
rising. Section 5 presents our assumptions unahgyiyih-discontinuities.
Section 6 examines rising chains. Section 7 sunzes@nd concludes the
paper. While the data we examine is limited to EBmghnd German, we
assume that our approach is applicable to many tthguages as well.

2. Dependency grammar

The following two sections present some traits epe&hdency grammar.
Many aspects of this approach are consistent evaek respects with a
long-standing tradition of dependency grammar siresniere (1959 The
particular dependency grammar we pursue follows€3Gi®99, 2003) and
Osborne (2005a, 2005b, 2006, 2007, 2008).

% The root of a given chain is the one word in tttzin that isvoT dominated by any
other word in that chain. The root of a sentenaesigally the finite verb.

3 Some prominent dependency grammars since Tes{ii®&9) are listed here: Hays
1964; Robinson 1970; Kunze 1975; Matthews 1981,720@el'¢uk 1988, 2003;
Schubert 1988; Starosta 1988; Lobin 1993; PickefirBarry 1993; Engel 1994; Jung
1995; Heringer 1996; Grol3 1999; Eroms 2000; KalZ®@®; Tarvainen 2000; Hudson
1984, 1990, 2007; Agel et al. 2003, 2006. One shoote that Agel et al. (2003, 2006)
is a massive two volume compilation of contribuioon dependency and valency
grammar from well over 100 authors.
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2.1 Preliminaries

Dependency-based theories of syntax view sentengetige in terms of
the mother-daughter relation. Words are organizecaichically in terms
of directed dependencies.
(6) are
words organized
'[he pf hie(archically

ser)tences

The words of sentences are 6rganized Ehieraad:llylc

Dependency trees such as this one convey muchmaf@mn. The words
are organized with respect to precedence and dowcwnalhe mother-
daughter relation is indicated via the dependeniges, i.e. the solid lines
connecting the words into a tree. A given word hase, one, or more
daughters. The wordords for instance, has the daughtére andof, and
the word organizedhas the daughtenierarchically. Excepting the root
word, a given word in a sentence also has exactty mother word. The
mother ofsentencedor instance, i®f, and the mother dheiswords

The mother-daughter dependency relation is a omewo relation.
That is, for every word in the string, there is @kaone node in the
structure. This one-to-one relation is clearly Misiin (6), where the
sentenceThe words of sentences are organized hierarchicatiptains
seven words, and correspondingly, there are sewdasnin the hierarchy
above the sentence. This one-to-one relation allmvesto plug the words
directly into the tree, as done in (6). The resuli minimal and transparent
representation of sentence structure.

The one-to-one dependency relation should be csirttawith the
one-to-more-than-one constituency relation.

7) X1
/\
X2 X3
/\ /\
X4 X5 X6 X7
X8 X9 X10 X11

| - X1z X13 :
The words of sentences areérganized hierarclyical
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This tree shows the part-whole constituency refatwhich is a one-to-
more-than-one relation. There are still seven wondshe sentence, but
now the structure contains 13 nodes. Thus each worthe sentence
corresponds to more than one node in the structime .one-to-more-than-
one constituency relation results in much largeremavolved structures
than the one-to-one dependency relation. The d¢orsty tree (7) shows
13 nodes and 12 edges, whereas the dependen¢@)tstews 7 nodes and
6 edges.

Dependency trees like (6) are not arbitrary. Thedsare organized
hierarchically in a manner that matches best tmmult® of standard
constituency tests (e.g. topicalization, cleftingpseudoclefting,
pronominalization, answer fragments). Key unitssghtax are complete
subtrees (= constituents). In (6) for instance sthigect phrasthe words of
sentencesthe prepositional phrasef sentencesand the verb phrase
organized hierarchicallyare complete subtrees. In this regard, notice that
the number of complete subtrees (= constituentdgpendency hierarchies
is far less than the number of complete subtreesofstituents) in
constituency trees. Many individual words in depamy trees fail to
qualify as constituents (e.gords of, are, andorganizedn (6)).

Certain aspects of the dependency hierarchies veeines are
controversial. For example, the determitiexin (6) is shown as a daughter
of the nounwords This is contrary to the DPs assumed in many
constituency-based grammars (since Vennemann 19d/7 especially
Abney 1987) and in some dependency-based gramnzaraeld (e.g.
Hudson 1984, 1990; Lobin 1993; Lombardo & Lesmo@0WVe believe
that a number of considerations support NP over &8, Ross’ Left
Branch Condition, idiom formation, aspects of Npalis, aspects of
splitting (see below), efcUnfortunately, there is not room in this paper to
go over these points. We can state, however, tmatN®s (as opposed to
DPs) are consistent with the majority, that is, aependency grammars
assume NP, not DP (e.g. Schubert 1988; Engel 1984; Langendonck
1994; Heringer 1996; Weber 1997; Tarvainen 20003G1999, 2003;
Hellwig 2003; Hyvarinen 2003; Kahane 2003; Uzon§02; Starosta 1988,
2003; Meléuk 1988, 2003).

“ Consider for instance the Left Branch Conditioretéminers cannot be separated
from their nouns in English, e.g. () and the pizza he aw#s.*(...) and the he ate pizza
In this regard, determiners behave just like dilleotpre-noun modifiers. This situation
suggests strongly that all pre-noun modifiers stiootcupy the same hierarchical
position (i.e. they should all be dependents aoif theun).
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Our dependency grammar is non-derivational and stoai@al and is
therefore completely representational. In this rég#e lexicon plays a
major role in our system. For instance, the agbassive dichotomy
resides in the lexicon, not in the syntax. A pgstec such aseenhas (at
least) two entries, one for the active form (¢dg. has seen ygwand one
for the passive form (e.¢.ou have been seerrurthermore, the subject is
not raised out of the VP in our system, but rathier“base generated” as a
dependent of the finite verb. In these respectss types of
discontinuities/movements that GB/MP tends to vaswvA-movement are
in no way viewed as discontinuities in our systebur system does,
however, acknowledge many of the discontinuitiesasted with A-bar
movement, although we do not acknowledge movement.

Finally, it is worth noting that the dependencyrgnaar we assume is
unlike two prominent dependency-based frameworkshd&d Hudson’s
(1984, 1990, 2007) dependency-based Word Grammuanlilee our system
insofar as Word Grammar assumes networks (as oppgosthe trees that
we assume). The problem with networks, in our visathat they render
the chain — the key unit of syntax in our systemestablished in the next
section — ineffectual. Given networks, the numbgrclains in a given
structure increases to the point where the chantegat becomes vacuous,
since most every word combination qualifies as airchigor Mel¢uk’s
Meaning-Text Theory (1988, 2003) is also unlike system. Meaning-
Text Theory views dominance as more basic thanepliestce. In so doing,
it acknowledges deep strata of syntax where onityidance obtains. Our
system, in contrast, grants precedence and doner@aguial rights”. In so
doing, our system acknowledges surface syntax only.

2.2 Chains

O’Grady (1998) presents a dependency grammar thefadroms in terms

of chains Osborne (2005b) builds on O’'Grady’s work, demmaistg that

the chain is the key unit for a syntactic accouhtpredicate-argument
structures and ellipsis. The chain is/can be ddfasefollows:

Chain
A word or a combination of words that is top-doven ljottom-up) continuous.

®Word Grammar overcomes this problem by distingnigtbetween surface and non-
surface dependencies (Hudson 2000). Word Grammenarchies that show only
surface dependencies are trees. Our chain corxapplicable to these trees.
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With this definition in mind, consider the follovgrstructure.

(8) identify C
tests B structure E
Operational A the D Oof F
sentences G

Operétional tests idéntify ' the structure  of sentences.

The capital letters serve to abbreviate the wordscording to the
definition, any single word or any combination odngs that is continuous
with respect to dominance qualifies as a chain.sTéach single word is a
chain,i.e. A,B,C,D, E, F, G.

A two word combination qualifies as a chain if ttveo words are
connected by a dependency. There are 6 two-wordic@atmons in (8) that
gualify as chains: AB, BC, CE, DE, EF, and FG. Ehare also 6 three-
word combinations that qualify as chains: ABC, BA&DE, CEF, DEF,
and EFG® There are 6 four-word combinations that qualify cins:
ABCE, BCDE, BCEF, CDEF, CEFG, and DEFG. There arevé&word
combinations that qualify as chains: ABCDE, ABCEHCDEF, BCEFG,
and CDEFG. There are 2 six-word combinations thadlify as chains:
ABCDEF and ABCEFG. And of course the entirety cguats a chain:
ABCDEF.

All told, there are 33 distinct word combinatioms(8) that qualify as
chains. The chain is in this respect a quite fleximnit of syntax, many
word combinations of a given structure qualifyirggchains. However, one
should note that there are usually more word coatluins that fail to
gualify as chains than that qualify as chains8nf@r instance, there are 94
combinations that fail to qualify as chains. Nirfdleese 94 are listed here
for illustration: AC, AG, CD, ADE, CEF, ABDE, BCEGBCDFG,
ABDFG, etc.

We view the chain as the basic unit of syntax, thet constituent.
Noteworthy in this respect is the fact that all sttnents are chains, but
there are very many chains that are not constsuértiis fact holds for

® |dentifying and listing all the chains in a givetucture can be tedious. To ensure that
the chains are all identified, one needs a specditvention to simplify the job. We
therefore move left-to-right when listing the warombinations, starting with one-word
combinations, proceeding to two-word combinaticats,
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both dependency- and constituency-based theorisgntéx. There are, for
instance, 6 constituents (= complete subtrees)8)n ut as stated, 33
chains. The corresponding constituency-structure(8)f would contain
approximately 13 constituents, whereby all wouldldy as chains, which
means there would be 20 word combinations thatifgued chains but that
fail to qualify as constituents.

By acknowledging chains, the current system eslaéd the
foundation for a theory of discontinuities that eens entirely in surface
syntax.

3. Rising

The relatively flat structures of dependency gramsma&ee fewer
discontinuities than the more layered structuresmufst constituency
grammars (Hellwig 2003: 62%)Despite this fact, discontinuities are a
common phenomenon and dependency grammar musfaiteeteave a
means of addressing them. The following subsectmesent and defend
the basic means by which the current dependencynrgeat addresses
discontinuities.Rising is assumed. “Rising” denotes a constellation in
which a chain has attached to a word that is isogjavernor. The account
we pursue here has many precedents in the depgndeamamar literature
(Duchier & Debusmann 2001; Gerdes & Kahane 2001cdsdo 2000;
Broker 2003; Eroms & Heringer 2003; Starosta 2003porne 2005a,
2007).

3.1 The Rising Principle
A discontinuity is perceived when a given chainseparated from its

governor by words that dominate its governor. Tiradal dependency-
based accounts of such cases (e.g. Hays 1964; &aif965; Robinson

" The majority of constituency grammars (e.g. GB/INHBRSG, CG, LFG, etc.) posit

syntactic structures that are a good bit more Eyethan most any dependency
grammar. This difference does not, however, neddssabtain. The constituency

relation allows flat structures as well. The quastithat proponents of flatter

constituency structures must address in this atteajgh, concerns the choice of
constituency over dependency. If one chooses fflattactures from the start, then the
motivation to assume constituency over dependemsgpdears. Dependency will get
the job done with less apparatus.
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1970; Metuk 1988: 35ff.; Heringer 1996: 259ff.; Eroms 20X 1ff.)
describe the phenomenon in term$uadjectivityand crossing lines.
(9) avpid ayoid
: argqments :
od/ old

a. avoid old argfjments b. *old avoid arghments

arguments

Example (9a) has no crossing lines, which meanstthieture is projective.
Example (9b), in contrast, has crossing lines, Wwhmeans that the
structure is non-projective. The adjectndd is separated from its governor
argumentsby avoid which dominatesarguments Most non-projective
structures in English and German are ungrammadiiea(9Db).

Some non-projective structures are, though, quitemgatical.
Furthermore, the amount and type of non-projediivectures that a given
language allows varies greatly, inflectionally podanguages allowing
many fewer projectivity violations than inflectidhyarich languages. The
following a-examples illustrate grammatical nonjpobive structures in
English. The b-examples illustrate how the curtéebry addresses these
cases.

(10) dqn’t _an’t
you understand Wﬁét ~you  undersgand

Wbat

a. What don't 3§/ou uncjerstand? b. Wﬁat don't 3§/ou undérstand’?

(11) will
/

I ot eat ~not gat

a. That pizza 1 will ﬁot Eeat. b. That pifzza 1 will Enot e?t.

8 Most dependency grammars assume that a topicaigeession is a dependent of the
finite verb, as shown here in (11b). An alternatralysis might view the root of the
topicalized expression as the root of the clauskthns have the clause as a dependent
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(12) arrived arrjyed
Sonieone Semegne | With
with hair
hair red
4 : S

a. Someonearrived with redhair b. Someone arrived with = red hair.

Sentence (10) illustrates wh-fronting discontinuity, sentence (11) a
topicalization discontinuity, and sentence (12) axtraposition
discontinuity. The crossing lines in the a-sentenadentify the
discontinuities (= projectivity violations). The maer in which these
discontinuities are addressed in the current themiows Osborne
(2005a: 236ff., 2007: 34ff.) and is shown in thesdmtences. The
b-sentences, namely, shawing. The dashed dependency edges indicate
the risen chain (often a constituent) and tlg subscript marks the
governor of the risen chain.

The head of a given chain T${E ONE WORD THAT IMMEDIATELY
DOMINATES THAT CHAIN. The governor of a given chain, in contrastiH&
ONE WORD THAT LICENSES THE APPEARANCE OF THAT CHAINMost of the
time, the head and the governor of a given chaeaare and the same
word. When a discontinuity is perceived, howevle two are separate
words. In (11b) for instanceyill is the head ofhat pizzabut eat is its
governor, and in (12bgrrived is the head of the extraposeith red hair,
whereasomeonés its governor.

In (10b, 11b, 12b), the risen chain attaches tooedwhat dominates
its governorwhatin (10b) attaches tdon’t, which dominatesinderstand
the governor ofvhat that pizzain (11b) attaches twill, which dominates
eat the governor ofhat pizza andwith red hairattaches tarrived, which
dominatessomeong the governor ofwith red hair The principle that
underlies this account of discontinuities is callleeRising Principle This
principle is expressed as follows:

Rising Principle
The head of a given chain must either be that thgovernor or dominate that
chain’s governor.

of the topicalized expression. While we believe th& alternative analysis is plausible
and worth pursuing, we do not address the mattiisrpaper.



54 THOMAS GROR ANDTIMOTHY OSBORNE

Given the Rising Principle, one distinguishes betwé¢hose chains the
head and the governor of which are the same woddtlamse chains the
head and the governor of which are separate wivtien a chain attaches
to a word that is not its governor, it hasen A risen chainis defined as

follows:

Risen Chain
A chain the head and the governor of which arergistvords.

Risen chains are marked by the dashed dependegey asl illustrated in
(10b, 11b, 12b)Whatin (10b),that pizzain (11b), andwith read hairin
(12b) are risen chains.

A word of caution about the terminology is warrahteOur
dependency-based grammar is decidedly non-demadtioNe do not
assume that the risen chain ever appears as addsesf its governor at
some stage of a putative derivation below or beybedsurface. But rather
the notion of rising is understood figuratively. €l termsrising andrisen
are convenient metaphors for denoting a constefiatn which a given
chain has attached to a word that is not its gawern

The Rising Principle is illustrated with the followy abstract
example:

(13) E
C - F
B D G

The letters represent words. Focusing on D, whefehbg assumed the
governor of D, the Rising Principle prohibits D rfnoever attaching to A,
B, F, or G because A, B, F, and G do not dominlagegovernor of D,
which is C. The Rising Principle would, howeveilpai D to attach to E
because Boesdominate C.
Examples (10-12) illustrate various types of risimg=nglish. Rising

of course also occurs in German. German actuabytyy@es of rising that
English does not.
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(14) hast
et T T~ _
Wem du geholfgn — W-fronting

Wém F\ast édu géholfen.
who have you helped
‘Who have you helped?’

(15) “wird
Idée jeder verstehgn
Die — Topicalization

Die Idee wird jéder verstehen.
the idea will each understand
‘Everyone will understand the idea.’

(16) hat
Gestem | sich Spieler  verlgtzt

- der — Scrambling
Gestern  hatsich  der épieler verletzt.
yesterday has self the player injured
‘Yesterday the player injured himself.’
(17) dass
e
ist
er begegnet . die — Extraposition
| Pers{g  Kenney
. einer i
dass er einer Person begegnet ist, die whkennef
that he a person run.into is whowe know
‘That he ran into a person who we know.’
(18) hat
Geduld, (:er\k‘eine — Splitting

Geduld hater keine.
patience has he none
‘He has no patience.’

°® Two dashed dependency edges appear in this exafiiehigher one indicates that
the relative clause has risen from its govererson and the lower one indicates that
the relative pronoumie has risen from its governd&ennen Section 5.2 presents our
account of relative clauses.
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The rising in (14-18) obeys the Rising Principle.elach case, the risen
chain has attached to a word that dominates itemov. Scrambling and
splitting are two types of discontinuities that an allows but that
English appears not to allow. The five discontinuitpes illustrated — i.e.
wh-fronting, topicalization, scrambling, extrapostioand splitting —
certainly do not exhaust the inventory of discamtin types, but they do
represent the clearest and perhaps least disputes of discontinuities.

The concept of rising just introduced has many ¢ueats in the
dependency grammar literature, although the terogyovaries: Duchier
and Debusmann (2001) choose the term “climbingtdég and Kahane
(2001) opt for “emancipation”, Hudson (2000: 32) pdoys the term
“raising”, Broker (2003: 294) sees the relevant stiment “lifting”, and
Eroms and Heringer (2003: 26) suggest movementttaer “adjunction”.
While there are certainly differences between tleoants of these
linguists, the underlying idea is the same. Theaids that a flattening of
structure occurs in order to overcome the discaortyin

3.2 Evidence for rising

Evidence for the notion of rising introduced in {r@vious section comes
in various forms. The following subsections briefgxamine four
phenomena that provide empirical support for ouncept of rising:

1. Aspects of the long passive,
2. Aspects of N-ellipsis and splitting,
3. Certain ambiguities associated with negatiod, an

4. The non-derivational argument.

Each of these points is discussed in turn in tHeviing subsections.
3.2.1 The long passive

The long passive (Stechow 1990: 189ff.; S. Mulle@2 94; Haider 2003;
Wurmbrand 2007: 256f.) obtains in German when tligeat of an
embedded infinitival predicate takes the nominati@se (as opposed to the
accusative). The matrix predicate in such caspassivized.
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(19) dass
wurde
versucht
zu_reparieren
Wagg'éﬁ'//’é
den :

a. ‘dass oien V\iagen zuéreparieren versucht wurde
that theacc car to repair tried was
‘That one tried to fix the car.’
dass

_________vyuyde
Wagé'ri __________________ versucht |
der/ zu repariergn |

b. “dass oier Wi’;lgen zZu rEparieren \E/ersucht wurde
that thenom car to repair tried was

‘That one tried to fix the car.’

The long passive does not exist in English, asttheslations indicate.
Furthermore, our native informants most always thssi with such
sentences. Instances of the long passive are thereiewed as marginal
here!® Overlooking this marginality, these sentences detrate that the
object noun phrase can take the nominative or ticesative case. When
the noun phrase takes the accusative, rising hieauurred, as seen in
(19a). When the nominative obtains, however, rising occurred, as seen
in (19b). Thus the flexibility in case is explainederms of rising.

The key data from the long passive that supportrigiag account
occurs when the constellation is such that risingstthave occurred. In
such cases, the account predicts that the nomeahould be obligatory.
This prediction is born out.

19 An anonymous reviewer points out that the longsivasis definitely possible. (S)he
provides the following example produced by Enggl#896: 19):Das ist eigentlich
auch nicht verwunderlich, da mit allen drei Methondéerselbe Gegenstand zu
analysieren versucht wirtthat is actually not surprising since the atterhps been
made to analyze the same object with all three austh
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(29) wurde
Wagen versucht — Topicalization
Der . zu reparieren
c. "Der Wagen wurde zu reparieggversucht.
thenom car was to repair tried
d. *Den Wagen wurde zu reparieren versucht.
theacc car was to repair tried

(29) wurde

/V\/agen versucht — Topicalization and

: . der scrambling
e. “Zu re;parieren wurde der Wagen versucht.
to repair was themem car  tried

f. *Zureparieren wurde den Wagen versucht.
to repair was theec car tried

Sentences (19c) and (19e) are possible becausesémenoun phrasder
Wagenshows the nominative case. Sentences (19d) afyg (A®ontrast,
are bad because the risen noun phrase shows th&afice case instead of
the nominative.

The data (19a—f) is explainable based on the agsumihat when the
object noun phrase rises, it must take the nonveatase. If the object
phrase does not rise, it maintains the accusatse.cThis account is
possible based on the rising concept. Without gisthese data would be
difficult to explain.

3.2.2 N-ellipsis and splitting

Aspects of N-ellipsis and splitting deliver furtherpport for the concept of
rising. N-ellipsis occurs when the noun of a nodmage is absent; the
content of such nouns is retrieved from context.

(20) He took the first train and she took the second.
(21) Er fuhr mit dem ersten Zug und sie mit mde zweiten.
he drove with the first train and shewith eth second

The nountrain/Zug has been omitted from the second noun phrasecim ea
case. These omitted nouns are available in the diatedy preceding
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context. N-ellipsis of this sort is a restrictedepbmenon in English; it
occurs only with a limited set of adjectives, eppssessive adjectives
(ming yours his, hers etc,) and ordinal adjectivesirét, third, etc.). In
German, in contrast, the phenomenon occurs mucle fmeely; all pre-
noun modifiers can introduce an N-ellipsis.

Our dependency grammar analysis of N-ellipsis do@ssee such
cases involving ellipsis in the literal sense, tlege noun has not been
elided, but rather the pre-noun modifier slide ithe position of the
omitted noun and in so doing, functions as a pranou

(22) W brought
You dog

N *my/mine
: . your/*yours L :
You brought your/*yours dog and I brought *myﬁml

The pre-noun maodifier of the object phrase in tbeosd clause takes on
the role of the noun. The contrast in forms, i.esgessive adjective vs.
possessive pronoun, supports the account. Wheprédiaoun modifier is
indeed a modifier, the possessive adjective mus¢ap when the noun is
omitted, the pre-noun modifier becomes a pronouhicliv means the
possessive pronoun must appear.

This same sort of data occurs in German. The csindfaows up with
the alternating strong vs. weak endings on pre-raaljectives:

(23) hat hat
-r verkauft sie renoviert
Haus “ihr/ihres

seln/*selnes

Er hatseln/*selnes Iilaus vérkauft, und: Si¢ ha*ihriihres renoviert.
Er has his/his house sold and she has /hdrer renovated.

When the pre-noun modifier is a dependent of itsnndhe adjective takes
a weak ending (which in this case is no endinglgtkaut when the noun is
missing, the pre-noun modifier becomes a depenalethie verb and takes
the strong endinges
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Now the particular evidence in favor of rising orcwith instances of
splitting in German (Riemsdijk 1987; Holmberg 1994f.).* Splitting
occurs when (what is normally) a pre-noun modifises to follow its
governor:

24) haben
Mehl, wir N*.Iiéi'ﬁ/:keines — Splitting
M(Zehlg haben wir  *kein/keines.
flour have we no/none
‘We have no flour.’
(25) kommt

Fleity *kein/keiner _auf — Splitting

FleiR, kommt  *kein/keiner 'auf.
effort comes no/none up
‘No effort is exerted.’

Modifiers like the quantifiekkein/keiner‘no/none’ normally precede the
nouns that they modify. But in these cases, thever splits the modifier
from its noun. The key aspect of such data is tiatrisen modifier takes
the strong ending, i.eesin (24) and-er in (25). The appearance of the
strong endings is consistent with the strong endiad appears in (23).
Such endings must appear when the modifier bectimedependent of the
verb (as opposed to of the noun). This accountigesvan explanation for
the obligatory appearance of the strong endingglitting.

3.2.3 The ambiguity of negation

Aspects of the ambiguity of negation in German (efwglish) are
explainable in terms of rising. Consider first #rabiguity of the following
sentence:

1A special long-term project (Potsdam Split NounraBk Project) that explores split
NPs in numerous languages is being conducted atUhieersity of Potsdam:
http://www.ling.uni-potsdam.de/cgi-split/index.pytesa_Home



TOWARD A PRACTICAL DEPENDENCYGRAMMAR THEORY OFDISCONTINUITIES 61

(26) darf darf
Sie nicht essen _ Sie _essen
‘ { { NIC;HT ;
a. Siedarf nicht essen. b. She darf NICHT essen.
shemay not eat She may not eat.
‘She is not allowed to eat.’ ‘She is allowedtut eat.’

The ambiguity is explainable in terms of the attaeht point of the
negation. When the negation attaches derf, just darf is negated.
Similarly, when the negation attachesetssen just essenis negated. The
latter structure receives special intonation: aspaafterdarf and emphasis
onnicht

Alternative orderings of the words in (26) demoatgr that this
analysis of negation is accurate. When the negatiast attach talarf,
only the first reading is possible:

(26) darf
Essen sie nicht

c. Essen darf sie  nicht.
eat may she not
‘She is not allowed to eat.’
*'She is allowed to not eat.’

Since the position ohicht prevents it from attaching tessen only the
reading is available whemarf is negated. If the position of the negation
requires it to attach tessenhowever, then only that reading is available:

(26) da}rf
/(essen Zsie
Nieht

d. Nicht essen darf sie.
not eat may she
*She is not allowed to eat.’
‘She is allowed to not eat.’

Examples (26a—d) thus demonstrate that the positibnnegation
determines the predicate that can be negatede Ihdgation appears in a
position where it can attach to both predicatesn thmbiguity is the result.
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If the position of the negation requires that thel to one of the predicates
rather than to the other, then only that prediateegated.

Now the particular evidence in favor of rising orcwhen an object
appears in the sentence.

(27) *darf — Star indicates disallowed structure

Sie nicht _essen

as

a. Sie ciarf éjas nicht essen.
she may that not eat
‘She is not allowed to eat that.’

darf

— | e
Sie das nicht essen — Scrambling

a'. Sie darf élas ﬁicht éssen.
she may that not eat
‘She is not allowed to eat that.’

darf
Sie essen
: . das NicAT

b. éie dérf aas NICZHT eésen.
she may that not eat
‘She is allowed to not eat that.’

The sentence is again ambiguous. The crucial agipebese structures is
that the governor adasis essenThe structure in (27a) is blocked because
of the projectivity violation, i.e. the crossingndis. The non-availability of
the structure in (27a) suggests that the risingvehim (27a') has indeed
occurred. Only if the objectlas has risen and attached to the matrix
predicatedarf can the negation also attachdarf. Without the potential of
rising, the availability of the first reading woulsk difficult to explain.
Finally, the structure in (27b) obtains when jusé tower predicate is
negated.
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3.2.4 The non-derivational argument

Non-derivational frameworks (e.g. HPSG and LFG)dpice a strong
argument against derivational theories of syntaxe Tollowing data are
adapted slightly from Bresnan (2001: 17).

(28) a. “We talked for days about [that he was sick].

b. [That he was sick] we talked about it for days.
— |

Sentence (28a) is strongly marginal because theopiteon abouthas the
full clausethat he was sicls its dependent. Prepositions readily take NPs
and adverbs as their dependents, but they disilikeclauses. Sentence
(28b), where the clause has been topicalized, ishnfetter than (28a).
Derivational theories are challenged by such dsitace they incorrectly
predict (28b) to be just as bad as (28a), thedallse having appeared in
the position of the trace at an early point ofdleevation.

These data also support the current approach nnstef rising. The
following data illustrate the non-rising and risiagalyses of (28b):

(28) /talked
we = about fo\rd
I
That lays
He Sick

b'. Tﬁat Fle V\E/as 'sick we talked about fc;r days.
talked

That we aboytfor

was lays

he Sick

b". That he was sick we talked about for ddys.

The non-rising analysis shown in (28b") cannot beect, since it shows
the full clausethat he was siclas a dependent of the prepositamout

12 An alternative analysis of (28b") would view tmatrix clause as a dependent of the
topicalized object clause. See footnote 23.
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Sentence (28a) demonstrates, namely, that premusitio not take full
clauses as their dependents. This insight thusostgpfhe rising analysis
shown in (28b").

There is a second aspect of example (28) that stgytjeat rising has
occurred. Compare (28b) with (28c).

(28) c. "That he was sick we talked for days about.

This sentence is bad due to weight; the constitakatitis lighter tharfor
daysand should therefore precette days This situation is contrary to
what one would expect ifhat he was sickvere a surface dependent of
about The fact thatboutshould precedéor daysindicates thatboutis
lighter thanfor days This ‘lightness’ is explainable only gbouthas no
surface dependent.

4. Inversion and shifting

The following two sections examine two ordering husms that must
not be confused with rising, namalyersionandshifting Inversion and
shifting generate serializations that are (in s®®aase) non-standard or
“marked”, but that do not involve rising.

4.1 Inversion

Typical instances of inversion in English have thbject and the finite
verb in some sense switching positions (Steele ;1%8llmore 1999;
Goldberg & Del Giudice 2005). Inversion occurs, fimistance, with
interrogatives, negation, and locatives (to namsétjree examples):

(29) a. He has left.

b. Has he left? — Interrogative inversion
(30) a. ...and he did not help.

b. ...nor did he help. — Negative inversion
(31) a. Sue stood behind us.

b. Behind us stood Sue. — Locative inversion

The key aspect about the b-serializations is thaty tdo not contain
discontinuities. The subject in each case has mekeitched to the other
side of its head.
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(29) Has (30) did (32) stood
he left Nor i she  help Behind Sue
b'. Has he left? b. Nor did she help. b'. Behind us stood Sue.

The subjectdein (29b"),shein (30b'), andSuein (31b") have become post-
dependents of their heads; they have invefted.
Given this analysis, inversion is defined as fokow

Inversion
Inversion occurs when a dependent appears on thecamnical side of its

head'*

This definition of inversion results in a broade&derstanding of inversion
than one normally encounters. Many instances ofcatipation and
scrambling will involve inversion rather than rigin

German illustrates well cases of inversion that loin other
frameworks be analyzed in terms of movement ansingi Frequently
occurring cases of topicalization involve inversmmtwo counts.

(32) sah (33) schlaft
lhn sie Nach o er
Arbeit
H H H : er H H
lhn sah sie. Nach der Arbeitchiaft er.
him saw she after the work  steephe
‘She saw him.’ ‘He sleeps after work

The canonical position of the subject is as a @geddent of the finite verb
in both English and German. These sentences hav&uthect appearing as
a post-dependent of the finite verb, however, winmekans the subject has
inverted. Similarly, the canonical position of abjext like ihn in (32)

13 A post-dependent is a dependent that follows @&adhand a pre-dependent is a
dependent that precedes its head.

“We we are relying on intuitive notions of canohigeord order: SVO in matrix
clauses in German and in all clause in English, 8@/ in subordinate clauses in
German. Deviations from these orders necessaritglye rising, inversion, and/or
shifting.
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would be as a post-dependent of the finite verbinythis caseihn appears
as a pre-dependent, which means it has inverte@tMghthis analysis can
also apply tanach der Arbeitn (33) is uncleat® Since a canonical position
for many adjuncts is often not evident, it is deb#& whether or not they
should be viewed as having inverted in cases 8. (

Evidence for this non-rising understanding of irsv@n is seen in the
constituents that can be topicalized. Most depetsdeithe finite verb in
declarative sentences can be topicalized. The s@meot be said about
most constituents lower down in the hierar¢hy.

(34) stand

um vor
Uhr Haus
zwei | dem

Er sténd Um Zwei EUhr :vor :demz Haus
He stood at two o'clock in.front.ofthe heus

o

Vor dem Haus stand er um zwei Uhr.
Um zwei Uhr stand er vor dem Haus.

*Dem Haus stand er um zwei Uhr vor.
*Dem stand er um zwei Uhr vor Haus.
*Zwei Uhr stand er um vor dem Haus.
*Zwei stand er um Uhr vor dem Haus.

@~eoa oo

Sentences (34b—c) are possible in part becauseing has occurred, but
rather just inversion. Sentences (34d—g), in cehtrfail in part because
rising out of the PPs is necessary. Prepositiofidamnman are strict barriers
to rising.

4.2 Shifting

Rising has occurred when a chain is separated iiogovernor by one or
more words that dominate its governor. In this rdgane should not

> The adjunchach der Arbeiis a clause adjunct. As such, it is a predicativer the
entire clause. Such clause adjuncts are optiordltlagir position varies greatly. For
these reasons, it is difficult to acknowledge aotaral position for such adjuncts.

16 Unlike German, English likes to strand prepostiolm this regard, the complements
of prepositions are often topicalized in Englisker®¥hough they are not technically the
dependent of the finite verb, e.g..J that house he stood in front of
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confuse rising witkshifting Shifting has occurred when sister constituents
have in a sense “swapped positions”.

(35) shared

He secret :With

N I
a. I—ie shareoi a {/ery inte:restingE secrét with . us
shared
He vyith secret

us a intéresting

very

b. He shared with us a :very ihterestingi secret.

These examples do not involve rising. The sistastituentswith usanda
very interesting secrdtave, rather, simply shifted. Shifting occurs lbew
co-sister constituentsvhereby co-sister constituents are sister carestis
that appear on the same side of their head. In, (88) usanda very
interesting secretire co-sisters because they appear on the samefsid
their headshared

Shifting is motivated by the relative weight of tlenstituents
involved, a fact that is empirically verifiable ge Hawkins 1994; Stallings
et al. 1998; Staub et al. 2006). Heavier consttruéend to follow lighter
constituents. The relative ‘heaviness’ of a givenstituent is determined
by a number of factors, e.g. grammatical functigimmatical category,
focus, definiteness, amount of linguistic materig@ic. When the
discrepancy in the relative weights of the co-sistinstituents involved is
small, two (or more) orderings are possible, assithted in (35a—b). But
when the discrepancy is great, the necessity tméting occur becomes
compelling.

(36) a. He said that to us.
b. *He said to us that.

(37) a. *He said that he really wanted to help out to us.
b. He said to us that he really wanted to help out.
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Notice that the demonstrative pronotimat in (36) corresponds to the
embedded claughat he really wanted to help ourt (37). Shifting cannot
occur in (36) because the demonstrative pronounush lighter than the
prepositional phrase. Shifting is obligatory in 3in contrast, because the
embedded clause is much heavier than the prepudifpiirase.

In English, shifting appears to be limited to thestpverb domain, i.e.
it occurs only after the verb (chain). In Germaowhver, shifting is a more
common occurrence; it takes place quite often enrtidfield as well as in
the post-verb domain. The following examples illagt shifting in the
midfield in German:

(38) hat
Sie legeben
: | Schwester Blumenstrauf3 :
: meiner einen ;
a. Sie hat meiner Schwester einen BlumenstrauR gegeben.
she has my  sister a bouquet.of.flowers mive
‘She gave a bouquet of flowers to my sister.’
hat
sie/ gegeben
Blumenstrauf3 Schwester
: : einen meiner
b. Sie hat  einen BlumenstrauR meiner échweﬁgében.
she has a bouquet.of.flowers my sister emiv

‘She gave a bouquet of flowers to my sister.’

With a normal intonation curve, sentence (38a) risfggred over (38b).
Sentence (38b) is, however, also acceptable, edlya€imeiner Schwester
receives contrastive stress. The crucial point herthat rising has not
occurred, which means there is no discontinuity.

Shifting in German is not limited to just objecten{ adjuncts), but
rather the subject can also take part. The follgvaramples show shifting
involving the subject constituent:
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(39) besqchten

Ge§tern Kinder mich

: : lie | ;
a. Gestern besuchten die Kinder  mich.

yesterday visited the children me
‘Yesterday the children visited me.’

besuchten

Gestern mich Kinder

lie

b. Gestern beéuchten mich  die Kinder.
yesterday visited me the children
‘Yesterday the children visited me.’

Subjects are lighter than objects, and definitenpoms are lighter than full
NPs. These competing aspects of weight resuleildle word order.

Examples (35—-39) are cases that involve just shiftand inversion in
the case of (39)), meaning that rising has in ng wecurred. It is not
unusual, however, for rising to occur in concordnvwahifting. Such cases
are usually addressed in terms of scrambling. Tdllewing examples
illustrate the possibilities:

(40)  well

| haben
Kider geschenki |
le uns  das |

a. weil ciie Kisnder iJns Edas gesschenktE haben
because the children us that given have
‘Because the children gave us that.’

weil

Taben

Kinder ~ uns  das  gesChepkt:
<

a'. Wéil die Kihder ijns ;das géscherfhdben
because the children us that given have
‘Because the children gave us that.’
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— Scrambling

b. eri| uns das die Kinder gesscherﬂmfben
because us that the children given have
‘Because the children gave us that.’

Example (40a) illustrates a structure that dees show rising’’ Example
(40a"), in contrast, illustrates rising. Finallxaeple (40Db) illustrates both
rising and shifting. Since the subject is (mostyaals a dependent of the
finite verb, the object pronouns in (40b) must niserder to precede the
subject. The (40a) and (40a’) structures represenipeting analyses.
Because we assume non-rising structures whenesgsib®, we prefer the
analysis in (40a) over the one in (40a').

Our account of shifting is motivated by a far raaghdifference
across English and German: English does not knoandding, whereas
German of course does. The fact that shifting acdar English, as
illustrated in Section 4.1, but that the type afodintinuities associated with
scrambling do not occur in English suggests thdtisdp is an ordering
mechanism that is distinct from scrambling. The reotr system
distinguishes between various types of rising, whegithe rising illustrated
in (40b) shall be called simplscrambling English, unlike German, does
not allow scrambling.

One must consider this account with the alternatine mind.
Derivational constituency-based theories of syntaat assume strictly
binary right-branching structure — such as thosma@ated with Kayne’s
Antisymmetry Theory (1994) — cannot acknowledge distinction drawn
here between shifting and scrambling. Instanceshifing like in (35-40)
must be addressed in terms of movement, which miansn some sense
a discontinuity is perceived. In contrast, the tatdependency-based
account presented here acknowledges no discomisiuit (35—40). The
fact that scrambling does not occur in English thdt shifting does,

" A shifting analysis is, however, possible. If omws the order nominative-
accusative-dative as canonical, then these stegtoontain shifting, the dativens
having shifted in front of the accusatigas
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receives a straightforward explanation. Scrambliagrising, whereas
shifting is not:®

5. Wh-discontinuities

The following two sections examingh-elements and relative pronouns.
The special syntax of these elements demands arcanalysis. Relative

pronouns andwh-elements in indirect questions are the roots @ifrth

clauses.

5.1 Direct wh-questions

Depending on thevh-element, direct questions may or may not involve
rising. When the subject of the matrix clause igHwned, neither in
English nor in German does rising occur.

(41) will (42) wird

Who survive

er Uzeﬂeben

Who will  survive? Wer wird Uberleben?
Who will  survive?

Since the subject is always a dependent of theefugrb, there is no reason
to assume a discontinuity in such cases. The duypgears as a dependent
of the finite verb just as it would in a statement.

The obligatory appearance of an auxiliary verb.(da@gsupport) in
English when something other than the subject ssgoned is, however,
an indication that rising has occurred. The quastioelement rises to
attach to the finite auxiliary. German, in contrastn question non-subject
constituents without the appearance of an auxjliamganing that rising
may not occur (although inversion has):

8 This point should be considered in view of thegtéy accounts of various

movement/shifting phenomena. So-called “objecttsimfthe Scandinavian languages,
for instance, has received much attention in regeats (e.g. Neeleman 1994; Vikner
2006). Vikner (2006) argues convincingly that objskift and scrambling are indeed
distinct mechanisms. This fact is not surprisingegi the distinction drawn here. The
examples of object shift Vikner produces can allabalyzed as shifting, whereas his
examples of scrambling are better addressed irstefreftward rising.
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(43) does (44) /tut\
WI’fa:t she dp Was sie
What does she :Qb Was tut  sie?

what does she
‘What does she do?’

The obligatory appearance of the auxilidgesin (43) necessitates rising;
thewh-element rises to attach does The Rising Principle is obeyed since
doesdominateslo, the governor ofvhat

Direct wh-questions in German also obligatorily involve nigsiif a
non-subject is questioned and an auxiliary vegresent.

(45) hast

-

wem du  geholfgn

Wém hast édu géholg@n
who have vyou helped
‘Who did you help?’

Since the governor afemis geholfenwemhas risen to attach tast The
Rising Principle is again obeydaastdominatinggeholfen

When an element is questioned that alone cannet(fas whatever
reason), it pied-pipes the constituent that costdinThis pied-piping may
or may not result in rising.

(46) did @4n ] hast
joutiial | you Teag Bild U geklayt
Whose as _von
S Wem
Wﬁose jogurnal didgyou réead’? Dazs Bild vén welnast du gei<|aut’?

the picture of whom have you stolen
‘Who did you steal the picture of?’

These sentences both contain rising. In each thseyh-element alone
cannot rise, which means that it pied-pipes thereemtoun phrase that
contains it. Nothing about pied-piping of this sohallenges the current
theory of discontinuities in terms of rising.
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5.2 Indirect questions and relative clauses

The analysis of indirect questions and relativeusds is less obvious.
Among proponents of dependency grammar, therdaiskaof agreement in
these areas. Some dependency grammars see tleevérit as the root of
the relative clause (e.g. Kunze 1975: 160; ¢tejd & Sgall 2003: 583).
Many others, however, assume an interdependeneedetthe relative
pronoun and the finite verb (e.g. Tesniere 1969; GBngel 1994: 218;
Eroms 2000: 289ff.; Hudson 2000: 32; Van Langenld@03: 185). This

interdependence is sometimes expressed in terma gplit relative

pronoun, the one part of the pronoun being the obdhe relative clause
and the other part being a standard dependené ofeit:

(48) man
/\

the§ d-

met

who we

the rﬁan Who éwe; met

The relative pronoun in such cases is patrtitiorted, one part being an
empty demonstrative element (= d-) and the othet paing a normal
dependent of the finite verb. This analysis isatge here for a couple of
reasons. The one reason is that the existence ptfyegtements is hard to
verify empirically. The second reason is that saohaccount is faced with
difficulties when the relative pronoun pied-pipé¢key material with it.

Instead of a split node, we view the relative pranas the root of the
relative clause.

(49) peogple (50) Antwort
the . who die die_
o know /glbg
the péople who we know ~ die Antworf, die {gibt
The answer that she gives.

The dashed dependency edge still marks a condtitibermead of which is
not its governorwhois not the governor oe knowin (49) anddie is not
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the governor ofie gibtin (50). Note also that the Rising Principle il st
obeyed: the risen chaiwho in (49) has attached tpeople which
dominateknow the governor ofvho. Similarly, the risen chaidie in (50)
has attached tAntwort which dominategibt, the governor oflie.

The curious thing about relative pronouns like gmes in (49-50),
then, is that they appear to have two governoesptte being the noun that
immediately dominates them and the other being wedb that they
dominate. However, this appearance is deceptivee Tdrb that they
dominate is their true governor, whereas the ndust immediately
dominates them is the governor of the entire nedatiause, not just of the
relative pronoun.

The account of indirect questions is similar. Wiequestion word is
the root of the indirect question clause.

51 d 52) fragt
()h/vvor% ()/rig\

She \{yh_qt Er wer

| | \\k"novy | LT i}

. . we ~ 9egangen

She wonders what we know. " Er fragtE Werzggga ist.
He asks whogone IS

‘He asks who has left.’

The account is consistent. The dashed-dotted depegadge again marks

a constituent the head of which is not its goveriiie Rising Principle is
also again obeyed: the riset-element in each case attaches to a word that
dominates its governor.

5.3 Evidence forwh-roots

The following three subsections present three aogbirarguments
supporting the stance just outlined, i.e. thatwiheslement is (usually) the
root of indirect questions and relative clauses.

5.3.1 SV order in English

Indirect wh-questions in English differ significantly from dot wh

guestions with respect to subject-verb inversiohe Trequent subject-
auxiliary inversion of direct questions does natwan indirect questions.
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(53) a. What has he done?
b. We don’'t know what he has done.

The direct question in (53a) shows VS order, whetka indirect question
in (53b) shows SV ordef? This contrast can be explained by
acknowledging the varying status of tb-element.

The head of thavh-element in direct questions is the finite verb,
whereas the relation is reversed in indirect qoasti as presented in
Sections 5.1-5.2.

(54) did found
Who  you Visi We out who.
\\{/I§it%d
i i H H i H H YOU
a Who did f/ou \;isit? b. We fdund éout Who §you \:/isited.
— VS order — SV order

By viewing thewh-element as the root of the indirect question hasve in
(54b), we have a principled means of addressiny®es. SV distinction.
Apparently, a non-subjesth-element may not be a pre-dependent of a
lexical verb in English; this explains the obligatdo-support in (54a) and
the resulting subject-auxiliary inversion. In cast, thedo-support and
resulting subject-verb inversion do not occur idl(p because thevh-
element is not a pre-dependent of the finite viedb rather it dominates the
finite verb. If this account were not to view tivr-element as the root of
the indirect question in (54b), the distinctionveeén VS and SV order
would be difficult to explain.

5.3.2 VF order in German

A similar observation from German provides a secsource of empirical
support for our account oh-elements. Subordinate clauses in German
typically show VF (= verb final) order instead ofiet V2 order of
declarative matrix clauses. That is, the finitebvéollows the nominal
arguments in non-matrix clauses.

YThe “v” in “SV” and “VS” represents the finite verbwhich is quite often an
auxiliary.
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(55) half dass
Er uns  sofort _half
a. Er half uns  sofort. b. dass ‘er unssofort “half
He helped us immediately that  he us immeljiatbelped
‘He immediately helped us.’ ‘That he immedigteelped us.’

c. tlass er half uns sofort

The V2 order in (55a) contrasts with the VF orde(55b). The appearance
of the subordinatodass‘that’ in (55b) is crucial. The appearance of sach
subordinator forces VF order, as the ungrammatycal the V2 order in
(55c) illustrates.

Examine next the V2 order in the embedded claugéanfollowing
sentence:

(56) sagen
Wir half -V2
er uns spfort
a. Wir sa;gen,éer Ehalf §uns §sofort.
We say he helped us immediately.
b. *Wir sagen, er uns  sofort half. - VF

The V2 order in this subordinate clause contrasts the obligatory VF
order in (55b). How can this contrast be explaing@tié answer to this
guestion is obvious. Unlike (55b), (56a) does mvbive a subordinator.
Thus it is the appearance of the subordinator fitraes the VF order in
embedded clauses. When no subordinator is préé2rmrder must obtain,
as illustrated in (56a-b).

Examine the hierarchical position of the suborainat (55b). To our
knowledge, all dependency grammars view subordigditee dass‘that’ as
the root of the clause that they introduce. Ihis fact that leads directly to
our stance that thevh-element is the root of the indirect question and
relative clause in German; these clauses alway® h&v order. The
following examples illustrate the parallelism:
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(57) wenn wann
| kommt T komgnt
. er heute _er heute
a. wenn ‘er heute Kommt b. (Wir wissen,) wann er heute kommt
when he today comes we know when he today esom
‘When he is coming today.’ ‘We know when he&dsning today.’

The parallelism between the subordinatenn‘when’ in (57a) and thavh-
element wann ‘when’ in (57b) is apparent. In both cases, the
subordinatomh-element is the root of the clause that it intraskidVhen
such an element is present, VF order is forced.

Consider next the parallelism across the followisgbordinate
clauses:

(58) Tatsache Problem
le ass das _das
T T
erwahnte erwahpte
a. die Tatsache, dass er daserwahriie das Problem, das er erwédhnte
the fact that he that mentioned the problemat th he mentioned
‘The fact that he mentioned that.’ ‘The praobléhat he mentioned.’

The similarity is again apparent. The subordindessintroduces a content
clause and forces VF order. Likewise, the relagprenoun das ‘that’
introduces an embedded clause and forces VF dfdee. were not to take
the relative pronoun as the root of the embeddadsel in (58b), this
parallelism would be mysterious.

5.3.3 Free relative clauses

Free relative clauses provide a third source opstipfor our account of
wh-elements. Two empirical facts about free relatigapport our view,
namely that the relative pronoun is the root otlaise. The first concerns
subcategorization requirements and the second gmcase limitations in
German.

The fact that free relative clauses can have th#ilguition of noun
phrases means that the relative pronoun must b@dhef its clause.
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(59) Ias}ed
WQ\ lays
| iried, two |
a. What he tried lasted two  days.
b. *That he tried that lasted two days.
c. * He tried that lasted two days.
d. That lasted two  days.

Sentence (59d) illustrates that a demonstrativeaqamo can appear as the
subject of the predicatasted Sentences (59b) and (59¢) suggest strongly,
in contrast, that a canonical clause cannot appedhe subject dasted
The fact that sentence (59a) is fine like sent¢B6d), therefore, indicates
that the relative pronouwhat must be the root of the relative clause. The
relative pronoun in (59a) and the demonstrativexpuo in (59d) satisfy in
a like manner the subcategorization requirementastéd If the relative
pronoun were not the root of free relative claubese data would be
difficult to explain.

The second aspect of free relatives that suppantsaccount ofwh-
elements is seen in case limitations on the reaironoun in German.

(60) wird
Wer bleiben
kém lange
; ; : rycht : :
Wer kommt wird nicht 'Iange bleiben.

whoNOM comes will  not long stay
‘Whoever comes will not stay long.’

(61) *Wem wir  helfen wird nicht lange bleiben.
WhoDAT we help will not long stay.
‘Whoever we help will not stay long.

(62) *Wen wir  unterstiitzen wird nicht lange blsib
whoACC we support will  not long stay
‘Whoever we support will not stay long.’

The predicate chainird...bleibendemands a nominative subject. The
relative pronourwer in (60), since it shows nominative, is therefaresf
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When this relative pronoun shows dative, as in,(6t)accusative, as in
(62), ungrammaticality is the result. If the relatipronoun were not to
appear as the root of the relative clause, thesevadauld be opaque. As the
root of the relative clause, however, the relapvenoun can receive case
from the matrix predicate, which means these d&as expected.

5.4 Pied-piping

One final aspect oivh-elements must be addressed, namely pied-piping.
When a relative pronoun pied-pipes the phrasedbiatains it, the root of
the pied-piped phrase is the root of the relatN@use. Thus nouns,
prepositions, and adverbs can be the roots oivelalauses.

(63) Kinder
/

die Eltern

nicht anwesend |

die Kinder, déren Eltern nicht ar:lwesendzrema
the children whose parentsnot  present were
‘The children whose parents weren’t present.’

The risen chain in this casedgren Eltern which means the root of the
relative clause is the noukltern. Notice that the constituemnticht
anwesend waregannot attach to the relative pronoderenbecause if it
did, a projectivity violation would occur.

The following example involves a risen prepositigotarase:

20 Certain aspects of free relatives are still ldsantfully understood. Observe the
following contrast:

(1) *Wem du geholfen hast ist zufrieden. (Compare: Wer-NOM hilft ist zufrieden.)
whom-DATyou helped have is satisfied
Intended: “The person who you helped 1s satisfied.”

(1) Wem du geholfen hast ist mir egal.
whom-DAT you helped have is me even
‘I don’t care who you helped.’

The contrast between (i) and (ii) is explainable dnknowledging what the matrix
predicate subcategorizes for. Sentence (i) is bachuseist zufriedendemands a

nominal subject in the nominative case, not a @hsgbject. Sentence (ii), in contrast,
is fine because the predicase...egalcan take a clausal subject.
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(64) Situation
dge |

er nicht fertig

die Situation, mit aer " er ‘nicht gfertig i
the situation with which he not finished be&sm
‘The situation that he can’t deal with.’

The risen chain in this casenst der, which means the root of the relative
clause is the prepositiomit. The constituenter nicht fertig wird has
attached to the preposition.

6. Rising chains

The current theory investigates discontinuitiestenms of chains. The
syntactic unit that is most relevant for our theofydiscontinuities is the
chain, more exactly thesing chain The rising chain is defined as follows:

Rising chain
The minimal chain containing the root of the risgrain and the risen chain’s
governor.

The following example illustrates an extended gsthain:
(65) do

What you think

said
Tom believes

Bill that

sajd
| | Fred |
What do you think Tom said Bill believes that Fred said

The risen chain isvhat and the governor of this risen chainsad The
rising chain, which is underlined, is thereforewhat
do...think...said...believes that...saikde wordsyou, Tom Bill, andFred
are excluded from this chain.
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A second example, this time from German, contairntwg rising
chains further illustrates the concept:

(66)weil
hat
er behauptet \\'_(_jg_s _____
| etwag “—_““"_“""'Ve‘:rste@e
; ich nicht |

@
well éer etWas beﬁaupteth_at d_as iéh giar n;icht veerstehe
because he something mainted has that | atteit  understand

‘Because he maintained something that | do natl ainderstand.’

The relative clause has been extraposed. Sinceotbteof the relative
clause isdasand its governor igtwas the relevant rising chain stwas
behauptet hat dasVithin the relative clause itself, the risen ch& das
and its governor isverstehe therefore the rising chain there is
das...verstehe

Given these rising chains, a theory of discontiasiis within reach.
The particular aspects of various types of discaities can be identified
and described in terms of the rising chains invalw& particular instance
of a particular type of rising is allowed or disalled based upon the traits
of its rising chain. Various aspects of the risaiguin can be relevant, e.g.
the position of the risen chain with respect togtsernor, the syntactic
category of the governor, the syntactic categoryhef root of the risen
chain, the syntactic category of the intermediatks| in the rising chain,
the syntactic functions of the dependencies irrigieg chain, etc.

The following subsections illustrate the role o$img chains for
describing discontinuities. Ross’ (1967) Left Briar€ondition and Right
Roof Constraint are briefly discussed.

6.1 The Left Branch Condition

Ross’ Left Branch Condition (1967) observes that-moun modifiers
cannot be separated from their nouns.
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(67) did
DET.-~" |
Whaose you  borrow

bicyclg

a. *Whése Myou boérrow bicycle?

(68) habe
ATTR -7
Freundliche ich kennengelernt

Menschen

a. *Freuhdliche hébe iéh Menschen kenne:nqelemt
friendly have | people got.to.know
‘I got to know friendly people.’

The rising chains are again underlined. The exasng®w that pre-noun
modifiers such asvhosein (67) andfreundliche in (68) may not be
extracted out of the noun phrases that contain thidrase discontinuities
fail due to the determiner (seT) and attribute (=ATTR) functions that
appear in the discontinuity chains. To overcomeuiodations, the entire
NP that contains the pre-noun modifier must be -pipeéd with the
modifier, i.e. Whose bicycle did you borroand Freundliche Menschen
habe ich kennengelernt

Dependency grammars assume an inventory of syotfacrtctions as
a primitive (e.g. Schubert 1988: 52ff.; Broker 20@37ff.; Menzel 2003:
691; Melcuk 2003: 209ff.). Each and every dependency caaiggntactic
function. The standard means of representing ti@setions is to show
them as labels on the dependency edges. The falljpwkamples are
similar to those Matuk (2003: 53ff.) assumes:

(69) feature ctivity ~am
DET /a ATTR / SUBJ /

a [aboratory N

a. a feature b. 'laboratory activity c. 1 am...
see have fact
E\OBJ NERFANAL MONTENT

me written the  that...

d. sée Eme e. have \}vritten f.E tﬁe faé{tth
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The dependencies shown are those®®BfERMINER, ATTRIBUTE, SUBJECT,
OBJECT, PERFECFANALYTICAL , andCONTENT. The discussion here does not
attempt an inventory of these functions, but it la@ssume that the
functions exist and that they play a central rahe determining the
discontinuities that a given language does and doeallow.

Acknowledging these syntactic functions, Ross’ LdBranch
Condition receives the following formulation in tberrent theory:

Left Branch Condition
A rising chain that has the risen chain precediagyovernor mayjoT contain a
determiner or attribute function.

According to this formulation, then, (67) is ungraatical because the
determiner function appears in the rising chain €@®) is ungrammatical
because the attribute function appears in thegisimrain.

The formulation of the Left Branch Condition is idalor both English
and German. In this regard, English actually ackedges a more general
version of the condition, i.& rising chain may not contain a determiner or
attribute function German, in contrast, allows these functions f@eap on
occasion in a rising chain if the risen chain foloits governor, e.gZeit
habe ich keinéTime have | none’ (= | have no time). As discuse
Section 3.2.2, we call such instances of risplifting.

6.2 The Right Roof Constraint

Ross’ Right Roof Constraint (1967) observes thatagosition may not
occur out of a finite clause.

(70) IS
/\
That ridiculous
claimed
v
le : at
' ' left

a. That ;he claimed ;that he left is ridiculous.
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claimeg eft

b. *Tﬁat He cla:imegl § ridichlous mt He I:eft.

Sentence (70Db) illustrates that extraposition caimeour out of a subject
clause. The following cases illustrate that extssjmn, in contrast, can
occur out of a subject NP:

(71) is
claim ridiculous
TE e t: at
’ left
| - he
a. The claim that :hezleft is ridiculous.
.is--_
claim, | ridiculous that
The eft
H H i ; i -

b. The cléirrgi_s ridiéulousﬁt ﬁe ieft.

What is the relevant difference between (70b) afib) that can explain
this contrast? The answer is that extrapositiof7 ib) occurs out of an NP,
whereas in (70b), it occurs out of a clause. Thb uethe subject clause in
(70b) is a barrier to extraposition.

Given this insight, Ross’ Right Roof Constraint denexpressed as a
limitation on backward rising (i.e. on rising whetee risen chain follows
its governor):

Right Roof Constraint
A rising chain may not have the risen chain follogvits governor and containing
a non-root finite verb.

In other words, a finite verb is a barrier to egtsition (and scrambling).
This constraint correctly predicts (70b) to be wegtable, since the finite
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verb claimed is a non-root link in the rising chain. At the samime,
sentence (71b) is predicted to be fine becausdiriiie verb theres the
root of the rising chain.

The Right Roof Constraint is valid for German adlwe

7. Summary and conclusion

This paper has presented the foundational assumspéiod principles for a
dependency grammar theory of discontinuities. Tlagominnovation that
enables the entire account is the chain, a unitsyftax unique to
dependency grammar. The chain was defined as fellow

Chain
A word or a combination of words that is top-doven ljottom-up) continuous.

This definition identifies a large number of wordngbinations of a given
structure as chains. A constituent is always angHaut very many chains
are not constituents. While the chain is a flexibiet of syntax — much
more flexible than the constituent — it is alsoifed. Most structures
contain many more non-chain than chain word contiang.

Dependency grammar has traditionally identifiedcdiginuities in
terms of projectivity violations. When a discontiyuin a grammatical
sentence is perceived, however, the projectivitplafion has been
reanalyzed in accordance with the Rising Principle.

Rising Principle
The head of a given chain must either be that thgovernor or dominate that
chain’s governor.

This principle is the basis of our dependency gramraccount of
discontinuities. It helps our theory distinguishivibeen those projectivity
violations that result in grammatical sentencespjgosed to those that
result in ungrammatical ones. In grammatical sex@srnwith projectivity
violations, these violations are recovered by thieing Principle. In
ungrammatical sentences with projectivity violaspmo such recovery is
possible.

Further central aspects of the account concern ahalysis of
inversion, shifting,wh-fronting, and rising chains. Inversion and shdtin
are two mechanisms that result in non-standard wuaddrs, but that do not
involve rising. Inversion occurs when a dependeears on the non-
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canonical side of its head, and shifting occursmt@ sisters “swap” their
positions, the heavier of the two appearing toritpet. The analysis oivh-
fronting assumes that thveh-element in matrix clauses is a dependent of
the finite verb, whereas theh-elements of embedded clauses are always
the clause root.

Finally, the type of chain that the account ackrealgkes in order to
address discontinuities is the rising chain.

Rising chain
The minimal chain containing the root of the risgrain and the risen chain’s
governor.

By acknowledging rising chains, the characteristitghe various types of
discontinuities — those ofwh-fronting, topicalization, scrambling,
extraposition, and splitting — can be identifiethisTpoint was exemplified
by the brief analyses of Ross’ Left Branch Conditiand Right Roof
Constraint.

We see that the concepts and principles presebtaceaserving as the
basis for a practical and comprehensive dependgremymar theory of
discontinuities. Particular and detailed dependegi@mmar accounts of
wh-fronting, topicalization, scrambling, extrapositjoand splitting (and
whatever other types of rising are ultimately idfexd) are now possible.
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