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The purpose of this report is to present a summary of the findings of two empirical studies which are part of a larger project on the geographic variation in mortality. The project was started in 1975 with a study of the influence of socioeconomic factors on age-specific death rates for countries in Finland, Sweden and Norway (Valkonen 1975). This was followed by a study of death rates in a sample of Finnish rural municipalities (Notkola 1976). The project is continuing with a more intensive analysis of the data on Finnish municipalities and with a study of the cause-specific death rates for counties in Finland, Sweden and Norway.

The main impetus to the project came from two related facts uncovered during several earlier studies. The first is the high mortality in Finland as compared to that of the other Scandinavian countries (see e.g. Bolander 1971). The second is the existence of clear and systematic geographic differences within countries. In Finland special attention has been paid to the high death rates in the Eastern parts of the country (Kannisto 1947, Leppo, Lindgren and Ritamies 1971).

Similarly, in Norway there exists an area of exceptionally high death rates in the North (e.g. Regional mortality 1969—1972, 1974). The variation of death rates is smaller in Sweden, but still systematic (Mortality and causes of death by regions 1964—1967, 1971).

The analysis of geographic differences in mortality is important for two reasons. Variation in mortality indicates differences in the general level of health among the population and can be considered one of the most important indicators of the general quality of life. Regional mortality data can thus be used in analysing the more general problems of regional quality of life and regional inequality. On the other hand, research on the regional variation in death rates is connected with epidemiology. The analysis of cause-specific death rates may yield important clues for the study of etiology of diseases. This may be of special importance regarding such diseases as cardiovascular diseases and cancer, the etiologies of which are still unclear.

The purpose of the present research is not to describe the geographic variation of death rates, as this has already been done in several studies. Rather, the main task here will be to determine the relative importance of various factors which lead to the existence of differential mortality. Research on these factors...
has not been sufficiently extensive in the Scandinavian countries, and there exist only tentative answers to the main problems (see e.g. Härö 1966 and 1975).

In certain other countries, e.g. Great Britain and the United States, more extensive research has been carried out. The conclusions are, however, very vague. Thus, in summarizing the findings of American studies, Sauer (1974, 122—123) states:

> »Both low levels of smoking and large proportions of population engaged in farming have been demonstrated to be associated with low age-specific death rates. These associations may very well explain some of the geographic variations in death rates, in view of the low rates reported for farmers of middle age and the high rates for smokers. Many other factors have been identified as associated with statistically significant (0.01 level) geographic variations in age-specific death rates; these include characteristics of the drinking water, specifically low levels of total solids, hardness, calcium, magnesium, and sodium, as well as other factors such as low elevation above sea level, relative humidity, small average daily changes in January temperature, proportion of women working, and health manpower available. The evidence pertaining to these and many other variables is, however, so inconclusive at present that it constitutes no more than leads for further study.»

The main reason for the inconclusive results of earlier research may be that the research has not been based on any over-all frame of reference about the factors influencing the level of mortality. Correlations without a general framework are not very useful in the search for answers about the processes leading to mortality differences. In our research, therefore, we have constructed a kind of general model for the explanation of geographic differences in age-specific death rates. This model will be described briefly in the next section of this article. The main findings of the two studies will be presented thereafter.

**Hypotheses about the causes of geographic mortality differences**

Various hypotheses about the possible causes of mortality differences are presented in concise form in Figure 1. According to this »model«, three levels of causes are distinguished:

1. Geographic and historical factors which have influenced the general development of a region and brought about conditions and ways of life directly affecting the level of health of the population in a region.

2. Those living conditions and other factors just mentioned which have a direct effect on the biological health of the population. These may be connected with the social environment, with the natural environment or with the genetic characteristics of the population.

3. Variables indicating the level of health or risk of becoming ill among the population, such as the prevalence of hypertension or elevated cholesterol level. Hypothetically this can also be called the »biological age« of the population.
Figure 1. Model for explaining regional variation in mortality: death rate for males aged 50 years in 1970 as an example

General background factors

Socioeconomic development of the region, public policies, wars etc.

Location, climate, qualities of the soil etc.

History of settlement and degree of genetic isolation

Explanatory variables

Selective migration 1920—1969

Factors associated with the social environment in the region:
1) General level of living 1920—1970
2) Harmful effects of industrialization 1920—70
3) Effectiveness of the medical prevention and care of diseases 1920—1970
4) Unhealthy dietary habits of the population
5) Prevalence of smoking
6) Prevalence of stress

Factors connected with the nature of the area, such as climate, hardness of drinking water and shortage of minerals in the soil

Genetic composition of the population

Intervening biological mechanisms

»Biological age» and morbidity of males aged 50 in 1970

Dependent variable

Death rate for males aged 50 in 1970
In this research project the general developmental factors belonging to group 1 are not dealt with, although knowledge of them is necessary as a background for the study of mortality. Factors belonging to group 3 are not treated either, since they are assumed to depend on group 2 variables and are relevant mainly in specifying the biological mechanisms through which environmental or genetic factors bring about regional differences in mortality.

In order to make the model sufficiently specific, only one age group and one specified year (1970) will be dealt with. In empirical research it is neither possible nor necessary to be this specific. It should be borne in mind, however, that the circumstances influencing health are different for different age cohorts. The importance of the hypothesized causes of mortality differences may thus be different for those at age 45—49 than for those who are over 70.

Another complicating factor concerns the specificity vs. unspecificity of the determinants of mortality differentials. The explanation of mortality differences may be approached from either of two angles. According to one approach deaths are caused by specific causes, that is, by diseases or by different types of violence. Each of these diseases and types of violence has a specific etiology, and specific environmental or genetic factors are relevant in explaining each of them. Viewed from this perspective, the attempt to explain differences in mortality from all causes may seem futile and doomed to fail. However, in this research a different approach has been used. It is based primarily upon observations of cause-specific differences among the Scandinavian countries (Bolander 1971), among occupational groups (e.g. Kitagava and Hauser 1973) and among counties in Finland, Sweden and Norway (unpublished data). These data seem to indicate that the differences in total mortality cannot be adequately accounted for by a single cause-of-death in any of these instances. When (age-standardized) total mortality is high, the cause-specific mortalities for several major causes of death (cardiovascular diseases, cancer and violence) tend to be high, too. On the basis of these observations, an analysis of the determinants of total mortality from all causes seems reasonable. Thus, in both of the studies reported here, only mortality from all causes is analyzed.

In figure 1, the arrows indicate hypothesized causal influences. These hypotheses are collected from various sources, and most of them are self-evident. For example, it is very likely that the general level of living, level of health care, dietary habits, climate and genetic composition of the population have some influence on morbidity and mortality in a given region. What we do not know, however, is the relative importance of each of these factors: which ones are the main determinants and which have only marginal influence. It is the purpose of our project to answer these very types of questions. In addition, the research should indicate whether the factors listed in the model are sufficient for explaining the differences both between Finland and the two other countries, as well as among regions within each country.
Socioeconomic factors and mortality differences among counties in Finland, Sweden and Norway

In this study, the units of observation are counties in each of the three countries. The number of units in Finland is 12, 24 in Sweden and 20 in Norway. Age-specific death rates for five year age-groups by sex were computed for each county for the period 1970—71. The data on deaths were obtained from published series of vital statistics. The populations derived from the censuses of 1970 were used as mean populations for the period 1970—71 by age, sex and county. From these age-specific death rates, age-standardized death rates for the age-groups 5—64 years and 65 + were computed for both sexes, using the 1970 census population of Finland by sex as the standard population.1

1 The average infant mortality for the period 1961—70 was calculated as the fifth measure of mortality in the original study. For lack of space the results concerning this variable are not included in this report.

Figure 2: Standardized death rates among males ages 5—64 1970—71 by county (in relation to the national rate in Finland = 100).
In Figure 2 the data for males at age 5—64 are presented in index numbers (Finland = 100). The high level of death rates in all of the Finnish counties except Åland is quite obvious. In addition clear regions of high and low mortality can be distinguished within each country. Maps for the other age groups are not published here, but in most respects they resemble Figure 2: death rates are higher in Finland than in the other countries and the regions of high and low mortality coincide to a large extent.

The intercorrelations of the four mortality variables were calculated for each country (Table 1). The correlations confirm the impression received from visual inspection of the maps: the age-specific death rates correlate strongly.

| Table 1. The intercorrelations of age-sex-specific death rates separately for counties in Finland, Sweden and Norway |
|---|---|---|
| Finland (N = 12) | 1. Males 5—64 | 2. Males 65— | 3. Males 65— |
| 1. Males 5—64 | .82 | .83 | .74 |
| 2. Males 65— | .92 | .83 | |
| 3. Males 65— | .82 | | |
| 4. Females 5—64 | .83 | .74 | |
| 5. Females 65— | | | |
| 6. Females 65— | | | |

Sweden (N = 24)

1. Males 5—64
2. Males 65—
3. Females 5—64
4. Females 65—

Norway (N = 20)

1. Males 5—64
2. Males 65—
3. Females 5—64
4. Females 65—

The main part of the study attempted to explain the within-country variation of the four death rates by means of correlation and regression analyses. A combined analysis of all 54 counties turned out to be meaningless, because the Finnish counties differed too much from the others. Measures of all the hypothesized determinants could not be included in this part of the study. Only variables connected with social environment were used. Most of these were measures of level of living, urbanization or level of health care. Each of these groups of factors were measured by several indicators at two points in time, namely 1930 and 1960.

On the basis of correlations and other considerations, three indicators were selected for use as independent variables in the more detailed analysis. These were: housing density (number of persons per 100 rooms in 1960), to measure the general level of living in the county; the percentage of population living in agglomerations with more than 200 inhabitants, to measure the level of urbani-
Table 2. The intercorrelations of the main independent variables, and their correlations with mortality variables in Finland, Sweden and Norway

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Death rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male 5–64</td>
</tr>
<tr>
<td>1. Housing density</td>
<td>1.00</td>
</tr>
<tr>
<td>2. Level of urbanization 1960</td>
<td>-.35</td>
</tr>
<tr>
<td>3. Physicians per capita 1960</td>
<td>-.77</td>
</tr>
<tr>
<td>4. Birth rate 1921–30</td>
<td>.84</td>
</tr>
</tbody>
</table>

Finland (N = 12)

1. Housing density 1960
2. Level of urbanization 1960
3. Physicians per capita 1960
4. Birth rate 1921–30

Sweden (N = 24)

1. Housing density 1960
2. Level of urbanization 1960
3. Physicians per capita 1960
4. Birth rate 1921–30

Norway (N = 20)

1. Housing density 1960
2. Level of urbanization 1960
3. Physicians per capita 1960
4. Birth rate 1921–30

As can be expected, there are some quite high correlations between the independent variables, e.g. in all of the three countries the level of urbanization and the number of physicians per capita have a strong positive correlation.
Housing density and urbanization have a weak negative correlation in Finland but negligible positive correlations both in Sweden and Norway. Birth rate 1921—30 correlates strongly both with housing density (positive correlation) and urbanization (negative correlation) in each country.

The primary focus of Table 2, however, is upon the correlations of the independent variables with the death rates for the two age groups by sex. The following observations can be made from these correlations:

1. Housing density correlates with the mortality variables in all of the three countries, indicating a systematic association of low level of living and high mortality. The strength of this association varies considerably, however, from country to country. In Finland, the correlations are quite strong, much weaker in Norway and weakest in Sweden. The correlations tend to be lower for females than for males.

2. Level of urbanization of the county has a strong positive correlation with death rates among Norwegian males. In Sweden, a similar but weaker association of high level of urbanization and high mortality can be observed, but not in Finland. Among females the situation is different: in all countries death rates for females 65 years and older have negative correlations with the level

<table>
<thead>
<tr>
<th>Country</th>
<th>Constant</th>
<th>Regression coefficients</th>
<th>Stand. regr. c.</th>
<th>R² only H*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>U  H</td>
<td>U   H</td>
<td></td>
</tr>
<tr>
<td><strong>Males, 5—64</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>96</td>
<td>.097 3.30</td>
<td>.16     .91</td>
<td>.75 .72</td>
</tr>
<tr>
<td>Sweden</td>
<td>99</td>
<td>.061 1.79</td>
<td>.38     .40</td>
<td>.33 .19</td>
</tr>
<tr>
<td>Norway</td>
<td>—7</td>
<td>.103 3.72</td>
<td>.56     .54</td>
<td>.65 .34</td>
</tr>
<tr>
<td><strong>Males, 65 and over</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>5109</td>
<td>1.027 17.0</td>
<td>.28     .74</td>
<td>.48 .42</td>
</tr>
<tr>
<td>Sweden</td>
<td>2788</td>
<td>.816 26.7</td>
<td>.21     .44</td>
<td>.26 .22</td>
</tr>
<tr>
<td>Norway</td>
<td>2133</td>
<td>1.874 33.1</td>
<td>.77     .37</td>
<td>.77 .18</td>
</tr>
<tr>
<td><strong>Females, 5—64</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>170</td>
<td>.025 .49</td>
<td>.24     .78</td>
<td>.54 .49</td>
</tr>
<tr>
<td>Sweden</td>
<td>157</td>
<td>.021 .32</td>
<td>.19     .15</td>
<td>.06 .03</td>
</tr>
<tr>
<td>Norway</td>
<td>119</td>
<td>.031 .57</td>
<td>.48     .24</td>
<td>.30 .07</td>
</tr>
<tr>
<td><strong>Females, 65 and over</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>3503</td>
<td>—.318 19.1</td>
<td>—.08    .77</td>
<td>.64 .63</td>
</tr>
<tr>
<td>Sweden</td>
<td>3419</td>
<td>—.516 13.9</td>
<td>—.26    .34</td>
<td>.17 .10</td>
</tr>
<tr>
<td>Norway</td>
<td>3265</td>
<td>—.338 16.4</td>
<td>—.29    .39</td>
<td>.22 .13</td>
</tr>
</tbody>
</table>

* Proportion of explained variance (R²), when housing density alone is used as the independent variable.
of urbanization. This indicates that mortality among old women is lower than average in urbanized counties. Among younger females the findings are similar to the findings for men: a positive correlation in Sweden and Norway and no correlation in Finland.

Because of the intercorrelations between the independent variables, the inspection of the zero-order correlations does not show the net influence of each of the independent variables. Therefore, regression analysis was used for more detailed study. A summary of the findings is presented in Tables 3 and 4.

Table 3 gives the results of the analyses in which housing density and level of urbanization were used as the only independent variables. The findings are, of course, largely the same as those that were obtained directly from the correlations. In only one respect is there a difference: the regression coefficients for urbanization now have the same signs in Finland as in Sweden and Norway. This means that when the level of living is controlled for, urbanized counties in Finland are also characterized by somewhat higher than average mortality among men and middle-aged women but lower than average mortality among old women.

The highest multiple correlation coefficients in the regression analyses are obtained for Norwegian males of 65 and over, and for Finnish males at ages 5—64. In these groups, more than 75 per cent of the intercounty variation of the death rates can be explained by the two independent variables. The lowest percentages of explained variance are observed among both groups of Swedish females. The multiple correlations are generally high for all four groups in Finland and for Norwegian males, and low for all groups in Sweden and for Norwegian females.

Table 4 gives a summary of two different analyses. In the first, part (a), physicians per capita is used as the third independent variable in addition to housing density and urbanization. The complete regression equations are not presented. Rather, the multiple correlation coefficient squared ($R^2$) for the three variable analysis, the rise of $R^2$ as compared to the two variable model presented in Table 3, and the standardized regression coefficient for the physician variable are shown. The general conclusion from this part of Table 4 is that the number of physicians per capita has no, or at most, very slight direct influence on the level of mortality. This conclusion is, however, complicated by the fact that physician density correlates quite strongly with the level of urbanization in all countries and also with level of living in Finland.

In part (b) of Table 4, a similar analysis is carried out using crude birth rate in 1921—30 as the third independent variable, in addition to housing density and level of urbanization. In these analyses there are slight increases in the multiple correlations for males, but these can be considered insignificant. In some, but not all female groups, the increments in the percentage of the explained variance are so great that some non-random factors must obviously be operating. These groups are younger females in Finland, older females in Norway, and both younger and older females in Sweden. In all of these groups the
Table 4. Summary of the regression analyses by country, when
a) number of physicians per capita 1960 (P) and
b) crude birth rate 1921—30 (B)
is used as independent variable in addition to percentage of
urban population and housing density

<table>
<thead>
<tr>
<th></th>
<th>a) Physicians as the additional variable</th>
<th>b) Birth rate as the additional variable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R² for the whole model to R² from r.c. of P</td>
<td>Increment to R² from r.c. of P</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males, 5—64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>.75</td>
<td>.01</td>
</tr>
<tr>
<td>Sweden</td>
<td>.34</td>
<td>.01</td>
</tr>
<tr>
<td>Norway</td>
<td>.66</td>
<td>.02</td>
</tr>
<tr>
<td>Males, 65 and over</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>.50</td>
<td>.02</td>
</tr>
<tr>
<td>Sweden</td>
<td>.29</td>
<td>.03</td>
</tr>
<tr>
<td>Norway</td>
<td>.77</td>
<td>.00</td>
</tr>
<tr>
<td>Females, 5—64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>.56</td>
<td>.02</td>
</tr>
<tr>
<td>Sweden</td>
<td>.16</td>
<td>.10</td>
</tr>
<tr>
<td>Norway</td>
<td>.31</td>
<td>.01</td>
</tr>
<tr>
<td>Females, 65 and over</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>.70</td>
<td>.07</td>
</tr>
<tr>
<td>Sweden</td>
<td>.28</td>
<td>.10</td>
</tr>
<tr>
<td>Norway</td>
<td>.23</td>
<td>.01</td>
</tr>
</tbody>
</table>

increment in explained variance is at least 20 percentage points. The standardized regression coefficients are quite high as well. It is astonishing, however, that the signs of the regression coefficients are not the same in all cases, but different for Norway than for the other two countries. This means that, when the influence of level of living and urbanization has been controlled for, the mortality among females (especially if they are younger than 65 years old) in Sweden and Finland is lower than the average for counties where the birth rate was high in the 1920's. On the other hand, in Norway, the mortality of older women is higher than the average for counties with high birth rate in the 1920's.

The analyses as a whole can be interpreted as indicating that two of the variables (level of living and harmful consequences of industrialization) included in the original explanatory model explain a considerable part of the geographic variation of the death rates. The relative significance of these variables varies from country to country and from age-sex-group to age-sex-group. Among older women, the influence of urbanization is actually the opposite than that assumed. It has also been found that the (present) level of health care is not a highly significant factor. In addition, a new variable that was not part of the original model was found to be relevant in explaining mortality differences for females. The meaning of this new variable (earlier level of birth
rates) is not clear, however, and more research is needed to clarify the nature of its association with mortality.

The entire intercounty variation of death rates was not accounted for in the regression analyses. To get some idea of the geographic distribution of these unexplained differences in death rates, the following computations were carried out separately for each country:

1. The residuals for each of the four mortality variables were calculated from the regression analyses presented in Table 3 in which density and urbanization were used as the independent variables. The residuals for each county give the difference between the actual death rates and the death rates expected on the basis of housing density and level of urbanization in the county.

2. Absolute residuals were transformed to relative residuals by expressing them as percentage of the expected death rate.

3. The mean of the four relative residuals was computed for each county, to indicate how much higher or lower than expected the actual mortality is on the average.

The average relative residuals are presented in Figure 3. In the shaded counties the death rates are higher than expected, and in the unshaded counties lower than expected. Since a considerable part of the variation in death rates was explained by the two independent variables, the variation of these residuals around the country mean is much smaller than the variation of the original death rates was. The variation of residuals is, however, surprisingly regular and systematic. In each country clear zones of high and low mortality can be distinguished. In Finland the high mortality zone consists of five counties in Eastern Finland. In Sweden the high mortality counties are concentrated in the central area and on the East coast. In Norway there are two zones of high mortality, one in the North and one in the South.

The existence of the high and low mortality zones not explainable by regional differences in the level of living and urbanization, can be interpreted to indicate that some other social factors (or factors associated with the natural environment or the genetic composition of the population) influence mortality. On the basis of the data in this part of the study, however, it is only possible to speculate about these factors. The purpose of the second part of the study was to analyze the problem with more detailed empirical data.

Mortality in 74 rural municipalities in Finland

There are several weaknesses in the data used in the first part of the study. Counties are large and heterogeneous units, each of them containing both rural and urban populations. The number of units is very low for a multivariate analysis, especially in Finland. In addition, only a part of the factors hypothesized to influence mortality were measured.

In the second part of the study some of these weaknesses were attempted
to be overcome by data on Finnish rural municipalities. In this way it was possible to use units with greater internal homogeneity than counties, and to increase considerably the number of cases. It was also possible to obtain meaningful data on several explanatory variables included in the model presented earlier.

The main problem in using municipality data is to obtain death rates which are not too greatly influenced by random variation. To achieve this goal, a ten year period (1961—70) was chosen for collecting the data. In addition, all small Figure 3: The average relative (%) deviations of observed death rates from expected death rates on the basis of the regression analyses, in which percentage of urban population and housing density are independent variables (computed separately for the counties in each country)
municipalities (population smaller than 7,600) were excluded. A sample of 74 rural municipalities was drawn by selecting the largest rural municipalities from each of the eleven «continental» counties. The rural municipalities of the Aland province were treated as one unit in the data.

Standardized mortality ratios were calculated for the municipalities in the sample by indirect standardization using the age-sex-specific death rates for all rural municipalities as standard death rates. The averages of the census populations of 1960 and 1970 by age and sex were used as the mean populations for the period 1961—70.

Mortality ratios were calculated both for all deaths and for males and females separately. Figure 4 gives the mortality ratios for all deaths in the sample of municipalities. The highest mortality ratios can be found in municipalities in Eastern and Central Finland, that is, in the regions where death rates are known to be high.

1 The standardized mortality ratio indicates the ratio (multiplied by 100) of the actual number of deaths in the municipality to the number expected on the basis of the age-sex composition of the population.
Part of the variation of the mortality ratios is random due to the limited number of deaths in each municipality. On the basis of the number of deaths in the municipalities, it can be roughly estimated that the standard error of the mortality ratios varies from two to four percent.

The variances of the mortality ratios calculated separately for males and females do not differ very greatly from one another. The standard deviation for both males and females is 0.11. The correlation coefficient between the male and female ratios is quite high (0.67). The real correlation between male and female mortality is still higher, since random errors in both variables make the observed correlation lower than the real correlation.

In addition to the mortality variables just described, a fourth dependent variable was constructed using data on the number of disability pension recipients in the sample of municipalities. These data are published by the National Pensions Institute. Figure 5 gives age-standardized ratios for the percentage of disability pension recipients among the total working-age population (15—64 years old) at the end of the year 1972. These ratios are analogous to the standardized mortality ratios, and indicate the ratios of the actual numbers of pension recipients to the expected numbers. The ratios were also computed separately for three types of disability-causing diseases (diseases of the circulatory system, mental disorders, and diseases of the musculoskeletal system and connective tissue). Since these ratios correlated strongly with one another, only the total disability pension ratio was used in the analysis.

Figure 5 indicates that the differences among municipalities in disability pension ratios are much greater (standard deviation 0.36) than the differences in mortality ratios. The disability pension ratios are relatively higher than the mortality ratios in many municipalities in Northern Finland. Otherwise the pattern of the variation of disability pension ratios is similar to the variation of mortality ratios. Thus generally, the highest values are in Eastern and Central Finland and the lowest in Southwestern Finland. The correlation coefficient between mortality and disability ratios is 0.67.

The independent variables for this part of the study were chosen on the basis of the model presented earlier. About 50 indicators were originally constructed to measure the explanatory factors.

Some of the factors included in the model could not be measured at the level of the municipality. Most important of these were smoking habits and dietary habits. On the basis of indirect evidence it was, however, concluded that regional differences in these factors are not likely to explain mortality and disability differences to a significant degree.

Regional differences in smoking do not seem to be great enough to explain mortality differences (see Pedersen et al. 1969, Karvonen 1972, Rimpelä and Puska 1975). In addition, if smoking habits were an important determinant of mortality differences, the variation of mortality ratios would have to be much greater for males than for females, and a high correlation between these variables could not be expected.
According to the studies by Pekkarinen (1962) and by Koskinen (1975), the regional differences in the fat content of the diet are not great and systematic. The observed differences in the blood cholesterol level are also quite small (Aromaa et al. 1973). In the light of these findings, it seems less likely that dietary habits at the present time would be a major cause for mortality differences.

The associations of the independent variables with the dependent variables were first studied using correlations. On the basis of these analyses, ten variables representing the main groups of hypothesized determinants of mortality were selected for more detailed analysis. These variables were as follows:

I Level of living 1900—1960
1. Housing density 1901: persons per 100 rooms in 1901 (Gebhard 1916, table 2)
2. Raking machines 1930: horse drawn raking machines per 100 farms in 1930 (OSF III 26:3, table 1)
3. Cars 1961: registered cars per 1000 inhabitants in 1961 (Palmgren 1964, table 3)

II Occupational structure

Figure 5. Standardized disability pension rations (males and females) in 74 rural municipalities in 1971. Indirect standardization, sex- and age-specific shares of disability pension recipients per working age population in all rural municipalities as standard disability rates.
Table 5. The intercorrelations of the independent variables and their correlations with the dependent variables (mortality and disability ratios) (N = 74)

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>M</th>
<th>F</th>
<th>M&amp;F</th>
<th>M&amp;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Housing density 1901</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raking machines 1930</td>
<td>-.50</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cars 1961</td>
<td>-.55</td>
<td>.69</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forestry workers 1950</td>
<td>.53</td>
<td>-.68</td>
<td>-.71</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physicians 1964</td>
<td>.33</td>
<td>-.60</td>
<td>-.58</td>
<td>.76</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcium in the soil</td>
<td>-.32</td>
<td>.59</td>
<td>.64</td>
<td>-.59</td>
<td>-.58</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnesium in the soil</td>
<td>-.35</td>
<td>.60</td>
<td>.42</td>
<td>-.35</td>
<td>-.28</td>
<td>.46</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature variation</td>
<td>.49</td>
<td>-.55</td>
<td>-.76</td>
<td>.74</td>
<td>.65</td>
<td>-.66</td>
<td>-.25</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precipitation</td>
<td>.31</td>
<td>-.11</td>
<td>-.14</td>
<td>.23</td>
<td>.18</td>
<td>.14</td>
<td>-.03</td>
<td>.26</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage non-migrant</td>
<td>.39</td>
<td>-.67</td>
<td>-.62</td>
<td>.53</td>
<td>.58</td>
<td>-.55</td>
<td>-.40</td>
<td>.39</td>
<td>-.14</td>
<td>1.00</td>
<td>.34</td>
<td></td>
<td>.29</td>
<td>.35</td>
</tr>
<tr>
<td>Level of living</td>
<td>.75</td>
<td>.86</td>
<td>.88</td>
<td>-.75</td>
<td>-.60</td>
<td>.61</td>
<td>.53</td>
<td>-.70</td>
<td>-.20</td>
<td>-.67</td>
<td>-.70</td>
<td>.61</td>
<td>-.72</td>
<td>.84</td>
</tr>
</tbody>
</table>

\(r/ > .30\) is statistically significant at the 0.01 level, when \(N = 74\)

M = Males
F = Females
M&F = Males & Females
data are based on about 1.5 million soil tests taken 1955–70 throughout the entire country.

7. Magnesium in the soil: same as the previous variable

8. Temperature variation: the average range of yearly variation in temperature 1931–60 (Kolkkki 1966, table 13). Values for municipalities were estimated on the basis of data from the nearest weather observation stations.

9. Precipitation: the average number of rainy days per year 1931–60 (Helimäki 1967)

V Genetic composition of the population

10. Percentage non-migrant: percentage of population who in 1960 lived in the same municipality where they were born (Statistical Surveys 44).

The intercorrelations of the ten independent variables are presented in Table 5. It can be seen at once that most of the correlation coefficients are high or moderately high, which makes interpretation of the study's findings difficult.

Table 5 also contains the correlations of the independent variables with the dependent variables. Almost all of the coefficients are statistically significant. The correlations of the level of living indicators are generally highest and in the expected direction: mortality is high in municipalities with a low level of living. Percentage of forestry workers and temperature variation also correlate quite strongly with both mortality and disability ratios. Because of the intercorrelations of the independent variables, it is clear that the correlations between the independent and dependent variables are partly spurious and do not necessarily imply any causal associations. More detailed analysis is therefore necessary.

On the basis of earlier research and the consistency of the correlations, it was concluded that the level of living is most likely causally associated with mortality and disability ratios, and explains a considerable share of the geographic variation of these variables in Finland.

Since the indicators of level of living for different points in time correlate strongly with one another, it is not possible to determine whether the living conditions at the beginning of the century (when most of those who died in the 1960's were children) or those existing later (in the 1930's or 1960's) have been more important.

Forsdahl (1973), in studying the high mortality in Northern Norway, has concluded that living conditions — especially during childhood — may be essential as the determinant of later mortality of the cohort. If this hypothesis is correct and relevant to Finland as well it might explain why mortality in Eastern Finland is higher than in Northern Finland even though the present levels of living in these two regions are approximately equally low. The data on housing density in 1901 seems to indicate, that the level of living was higher in Northern than in Eastern Finland at the beginning of this century.

To simplify the analysis of the influence of the groups of factors other than
level of living, a combined index of level of living was used to cover the whole period 1900—1960. The index was constructed as an average of the three indicators of level of living (housing density 1901, raking machines 1930 and cars 1961), after these variables had been standardized to give them equal weights.

To determine whether the other groups of factors have influences on mortality when the effect of level of living has been controlled for, partial correlations were calculated between the remainder of the independent variables and the dependent variables, holding the combined index of level of living constant.

<table>
<thead>
<tr>
<th>Table 6. Partial correlations between the independent variables and the mortality and disability variables controlling for the level of living 1900—1960: whole country, Western region, Eastern region (N = 74)</th>
<th>Western region (N = 30)</th>
<th>Eastern region (N = 23)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forestry workers</td>
<td>M</td>
<td>F</td>
</tr>
<tr>
<td>1950</td>
<td>0.20 *</td>
<td>0.01</td>
</tr>
<tr>
<td>Physicians 1964</td>
<td>0.33</td>
<td>0.21</td>
</tr>
<tr>
<td>Calcium in the soil</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>Magnesium in the soil</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.16</td>
<td>0.29</td>
</tr>
<tr>
<td>Precipitation</td>
<td>0.25</td>
<td>0.22</td>
</tr>
</tbody>
</table>

* Statistically significant at the 0.05 level.

1 The counties: Ahvenanmaa, Uudenmaa, Turun, Porin, Hameen and Vaasa.
2 The counties: Mikkeli, Kuopion, Keski-Suomen and Pohjan-Kaarjalan lääni.
To check the consistency of the findings, these partial correlations were computed separately for municipalities in the five low-mortality counties in Western Finland, and for municipalities in the four high-mortality counties in Eastern Finland (Table 6).

According to Table 6 the only variable which has consistent partial correlations with the dependent variables, holding level of living constant, is the variation of temperature. Since the regional variation in the summer temperatures is quite small, this variable in practice measures the coldness of winters, in which there are considerable regional differences. It is quite possible that the high death rates in Eastern and Northern Finland are partly caused by the very cold winter climate (cf. Dudley et al. 1969). Two reservations should, however, be taken into account. First, the climate in Finland changes systematically from south-west to north-east. The observed partial correlations may thus be caused by any other factor having the same regional pattern (e.g. the genetic composition of population). Second, there are some municipalities in Northern Finland with lower than average mortality ratios. The other climatic variable, precipitation, also shows some partial correlations which may be more than random. At this point, however, no conclusions can be drawn concerning this.

The percentage of forestry workers shows consistent positive partial correlations with the mortality ratios of males, and with the disability ratios. This can be interpreted as supporting the opinion commonly held about the harmful effect of forest work on health. This variable, however, explains only a very small portion of the total variance of mortality ratios.

Two of the variables, average distance to the nearest physician and percentage of the population born in the commune, have mostly low and inconsistent partial correlations with the dependent variables and it seems impossible to interpret them in a meaningful way. This is also partly the case with both variables measuring the mineral content of the soil. Two observations, however, seem worth mentioning. First, the shortage of calcium in the soil is associated consistently, and moderately strongly, with high disability pension ratio, but not with mortality ratios. Second, the shortage of magnesium is associated with high mortality ratios in Eastern Finland, but not in Western Finland.

The latter observation could be considered an artifact, due to the small number of cases or spurious correlations. A more detailed inspection of the association shows, however, that in those six municipalities (five of which are in Eastern Finland) in which the magnesium content of the soil is smallest, the mortality ratios are quite high. This may indicate that the association of the magnesium content of the soil and mortality is not linear, but that there is a threshold below which the shortage of magnesium begins to have harmful effects on health. In most areas the magnesium content is above this threshold, but there may be some areas, especially in Eastern Finland, in which the magnesium content (or some other quality of the soil correlated with magnesium
content) is of relevance. Research on this hypothesis would be closely connected to the much discussed role of the magnesium content and hardness of drinking water in the etiology of heart diseases.

Conclusions and hypotheses for further research

The main purpose of the present research has been to discover what types of factors are most important as determinants of geographic differences in mortality. The research has used data partly on counties in Finland, Sweden and Norway and partly on municipalities in Finland. The findings are preliminary and the study is being continued with more detailed data. At this phase we can complement the hypothetical model for the explanation of mortality differences presented at the beginning of this paper with the following observations and additional hypotheses:

1. General level of living is an important determinant of mortality. Its importance is, however, smaller in more developed areas (e.g. Sweden, Norway) than in less developed areas (Finland). It can also be hypothesized that the present living conditions are not as important as those conditions which prevailed during the time when the cohorts now dying were young.

2. The harmful effects of urbanization and industrialization on health are mixed with the beneficial effects of the rising level of living associated with industrialization. Therefore, high mortality is more clearly connected with urbanization in areas, where the general level of living has been relatively high for so long that it is no longer important in explaining mortality differences. The mechanisms through which urbanization is linked with higher mortality are not known, e.g. the role of selective migration has not been studied. Also, it should be taken into account that mortality in urbanized areas is not high among all groups, but death rates for older women are lower than average.

3. The quality of health care is associated both with level of living and level of urbanization. Therefore it is very difficult to separate its influence on mortality from the influence of these general factors.

4. Low winter temperatures may have some negative influence on mortality. This relationship is, however, probably conditioned by other factors such as level of living and occupational structure: climatic factors can be assumed to be more important when the level of living is low and when outdoor work is common.

5. This study has given slight support to the hypothesis that some characteristics of the soil, notably the shortage of magnesium or other trace elements, influence mortality. The association, however, is not likely to be linear.

6. The influence of dietary and smoking habits on mortality has not been analyzed in this study. On the basis of data from other studies, it seems unlikely that regional differences in these habits are great enough to satisfactorily explain the geographic variation of death rates in Finland. This does not
imply, however, that these factors are irrelevant to the explanation of the mortality differences among countries.

7. When the influence of the groups of factors mentioned above has been taken into account, some systematic regional variation is likely to remain. To explain this remainder, the genetic composition of the population and various cultural factors associated with, for example, level of social integration may be relevant.
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