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ABSTRACT

This conceptual paper contributes to the litera-
ture by showing the need to understand artificial 
intelligence (AI) in policing outside the task-de-
pendent environment of today. We examine AI 
in policing by outlining its potential opportuni-
ties and challenges in exploration for today’s po-
licing tasks and beyond. Based on these findings, 
we reflect upon Holmqvist’s prior theorisation 
of the dynamics of organizational ambidexteri-
ty (i.e., exploitation and exploration). The paper 
offers future research avenues for public admin-
istration and general management researchers 
interested in AI. 
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INTRODUCTION

The problems of today easily prevail in the 
task-dependent environment of the police 
(Huotari 2021). Generally, the police can be 
defined as the ‘body of officers representing the 
civil authority of government’; thus, the task-
dependent environment of the police consists of 
being ‘responsible for maintaining public order 
and safety, enforcing the law, and preventing, 
detecting, and investigating criminal activities. 
These functions are known as policing.’ 
(Whetstone et al. 2020). The key tasks of policing 
hence relate to areas like public order, crime, 
public safety, vulnerable people, emergencies, 
and crises (Rogers & Lewis 2007). While these 
tasks might often be acute, they do not only 
depend on today’s problems but concern the 
future as well. And as we do not know which 
kinds of threats lie in the future, solving the 
problems of today is not enough for policing 

(Egbert & Leese 2021; Smith & Umans 2015); 
therefore, the police need new innovations as 
well (Huotari 2021). However, real disruptive 
innovations are difficult to achieve in the 
policing context as ‘compliance’, ‘conformity’, 
‘task performance’ and ‘egalitarianism’ in the 
form of levelling of individuals prevail; a new 
idea is not necessarily a valued thing in the 
police culture (Huotari 2021, 116). 

Naturally, the task of the police is not to be 
innovative per se, but to perform well in the 
tasks assigned to them. The question is how to 
balance between addressing known problems 
more efficiently (i.e., exploiting existing 
possibilities) and going beyond the problems 
already known (i.e., exploring); such balancing 
can be defined as ambidexterity (e.g., Tushman 
& O’Reilly 1996; March 1991). 

In this article, we define exploration and 
exploitation as follows: ‘Exploration includes 
things captured by terms such as search, 
variation, risk taking, experimentation, play, 
flexibility, discovery, [and] innovation’; in 
contrast, ‘Exploitation includes such things 
as refinement, choice, production, efficiency, 
selection, implementation, [and] execution.’ 
(March 1991, 71). To increase societal 
preparedness for undesired events (McCulloch 
& Wilson 2016), policing requires ambidextrous 
innovativeness, i.e., both exploration and 
exploitation of resources and knowledge. One 
source of such innovativeness in policing stems 
from technologies, e.g., artificial intelligence 
(AI) which is the focus of this special issue in 
the Journal of Administrative Studies. Due to its 
potential benefits, AI is expected to permeate 
many if not all functions of society in one way or 
another and help people do things that they have 
not even thought of before (Olsen et al. 2020). 
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From the wider perspective of public admin
istration, there is a need for administrators to 
prevent new technologies, such as AI, from 
becoming disconnected from the context 
in which they are used (Autioniemi 2020; 
Eloranta 1986). AI could well increase the value 
of administration for the citizen by enabling 
officials to improve service provision (Mehr 
2017), by helping them do something that was 
not possible before (Anastasopoulos & Whitford 
2019), or by helping them mitigate resource 
scarcity by making administration tasks more 
efficient (Wirtz et al. 2020; Mehr 2017). However, 
utilising AI is far from unproblematic and 
requires critical scrutiny (e.g., Hälterlein 2021; 
Leese 2021; Autioniemi 2020; Kaufmann 2019).

As AI is still a technology not widely used 
across professions (although far from new, see 
e.g., Sun & Medaglia 2019; and cf., Eloranta 
1986), many types of experimentation with AI 
could be labelled as exploration (cf. March 1991). 
Today’s task-dependent environment poses a 
philosophical challenge here: if one picks up a 
never-before-seen technological artefact (such 
as AI), and starts experimenting with it by using 
it as a hammer, could this be called exploration? 
In this article we claim that hardly it would – at 
least regarding the wide array of opportunities 
(and challenges) possibly missed. Hitting a nail 
with a new object is at least near to exploitation 
of that object, even if it was called exploration. 
Recent studies show that unaddressed questions 
remain concerning how this new artefact would 
change or shape the individual’s very existence 
and activities of their organization, or even the 
society (Girasa 2020; Berk 2021; Bain 2016). 
Moreover, in the hammer example, known 
problem-formulation would guide AI, not the 
other way around (Berk 2021; Egbert & Leese 
2021). In more general terms, enhancing the 
capacity to solve known problems is unlikely to 
provide solutions for solving problems that are 
not yet known to administrators. Emphasising 
exploitation will inevitably lead to the desired 
goals in its own assessment framework (Skogan 
2006). This way, AI could become little more 
than emperor’s new clothes for policing (Shapiro 
2021). Altogether, if AI is myopically harnessed 
to serve only short-term efficiency, long-term 
effectiveness might be sacrificed (Huotari 2021).

Hence, in this article, we approach exploration 
from two perspectives: inside and outside the 
task-dependent environment of today. Our 
research question is: what are the opportunities 
and challenges for exploration with AI in policing, 
inside and outside today’s task-dependent 
environment? 

The opportunities-challenges approach to 
AI has been increasingly present in academic 
research on AI (Autioniemi 2020) and has been 
elaborately covered in recent administrative 
studies (see e.g., Wirtz 2020). In this article, our 
intention is not to summarise all the previous 
literature on the opportunities and challenges 
of AI in public administration. Rather, we 
wish to inspire the conceptual analysis of AI 
precisely in the context of policing and thus 
pave the way for AI-supported policing capable 
of solving issues that are not even known of 
yet. This insight will contribute to developing 
the rationale and epistemic background of AI 
in policing (Hälterlein 2021). We know AI has 
implications for policing and ambidexterity 
therein (Bland 2020; Macnish et al. 2020) – yet 
there is still inadequate understanding about 
how to build new amidst the existing (Huotari 
2021). Moreover, AI in policing is a particularly 
relevant area of study since policing is expected 
to transform in the future exactly because of AI 
(Joh 2017). 

How could policing be supported by AI 
from inside and outside today’s task-dependent 
environment, then? To begin with, we define 
what AI is. AI refers to technologies that enable 
computers and machines to mimic the learning, 
problem-solving, and decision-making 
capabilities inherent for human beings (Kelleher 
2019). From the technological perspective, ‘[a]
rtificial intelligence is the programming of 
computers to do tasks that would normally 
require human intelligence. This includes 
the ability to understand and monitor visual/
spatial and auditory information, reason and 
make predictions, interact with humans and 
machines, and continuously learn and improve.’ 
(Mehr 2017, 3.) In this article, we consider AI 
as a technology that does not require ex ante 
theoretical models, but rather, it uses data 
to detect possible patterns and associations 
within e.g., crime-related, individual-related or 
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societal data (Hälterlein 2021). Despite this, the 
algorithms that AI runs on have been written, 
trained, and operated by people which means 
that AI is not completely free from human 
agency either (Kaufmann 2019). 

In this article, we claim that to supplement 
more closed, task-dependent exploration with 
AI in policing (which is near to exploitation), 
one needs to open up to exploration under 
an assessment framework that is not only 
pre-determined by the task environment of 
today. Howewer, at some point, even the new, 
outside-of-the-box innovations could require 
reconnection to the work processes of the 
police, perhaps focusing on certain analytics that 
have been seen as purposeful. As a particularly 
suitable framework to understand such 
dynamics, we draw upon Holmqvist’s (2003) 
‘dynamic model of intra- and interorganizational 
learning’ to understand the conceptual nature 
of ambidexterity. Holmqvist’s theorisation 
allows us to understand how the higher extent 
of bureaucracy (hierarchy, rules and power 
relations) leads to an exploitational mode of 
learning whereas exploration might require 
escaping this bureaucracy, by ‘opening up’ to 
new opportunities. 

The article is structured as follows: first, we 
look at the police and policing as a technological 
context. After that, we go deeper into Holmqvist’s 
(2003) framework. We then present our 
analysis of AI in policing, from the viewpoint 
of exploration both inside and outside today’s 
task-dependent environment. The article ends 
with conclusions, future research directions and 
administrative implications.

POLICING AS A TECHNOLOGICAL CHANGE 
CONTEXT 

Operations of the police, in the sense of law 
enforcement, are based on legislation that defines 
areas of competences and conferred powers 
that, through strategies and official documents 
are translated into police practices (Rowe 2014). 
The police are in constant interaction with other 
forms of policing, which is why the police must 
stay on track with crime problems, community 
concerns, and technological developments as 
well (Braga & Weisburd 2006). And indeed, the 
police have developed (Weisburd & Braga 2006). 

However, it is still always debatable in what 
sense a development has ultimately changed the 
identity of police, how it serves the purposes 
of policing, and in what sense it presents 
just new ways to justify already established 
approaches (Braga & Weisburd 2006). This 
criticism is understandable since radical or 
even paradigmatic changes often challenge 
the existing structures and practices that have 
proven their accuracy in many respects and 
have strengthened their position and legitimacy 
throughout history (Huotari 2021). Yet, without 
change and innovations and a future-oriented 
approach, the police will increasingly face 
problems that they are unable to address. 

One key source that has necessitated 
continuous response from policing is 
technology, which has had a key impact on 
police organizations and practices (Bain 2016). 
Keeping up with technological development is 
central, as the technological capacity also serves 
as a potential game-changer for the police; 
potentially the technological capacity could help 
the police target its interventions, e.g., disrupt 
organised crime and terrorism effectively (Lehr 
2019; McCulloch & Wilson 2016; Staniforth & 
Akhgar 2015). 

Understandably, technology has been a key 
component in many strategic innovations and 
reforms of police service, but how technologies 
and innovations relate to policing is yet to 
be thoroughly scrutinised (Huotari 2021). 
Policing becomes embedded in socio-technical 
structures, as technologies and their users both 
consciously and unconsciously contribute to 
pre-determined policing goals (Hälterlein 2021; 
Leese 2021). Important questions lie in what 
sense technology pushes policing on those 
tracks it already runs (Berk 2021), how much 
it contributes to standardisation of risks which 
shrinks ‘the space for alternative perspectives 
and solutions’ (Olsen et al. 2020, 11), and 
in what sense it enables the construction of 
new tracks for the police to better serve the 
very purposes of policing in contemporary 
societies – i.e., maintaining the societal order 
and, when needed, adapting to changes to fulfil 
this purpose (Skogan 2006). How then could 
policing harness the potential embedded in new 
technologies, such as AI (Brewster et al. 2015)?
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As we will see, AI provides both opportunities 
and challenges for policing. Technologies will 
not necessarily provide needed policing reforms, 
but they might be needed as enablers to make 
those reforms happen if policing is to become 
ambidextrous. What is not yet known is how AI 
could change policing without strengthening 
those structures that partially produce 
insecurity in the first place. Such knowledge 
could be acquired once the police not only try 
to exploit AI but also explore with it. We go into 
this issue in the next section, by drawing upon 
Holmqvist’s (2003) work.

HOLMQVIST’S MODEL OF AMBIDEXTROUS 
ORGANIZATIONAL LEARNING

In his article published in Organization 
Studies, Mikael Holmqvist (2003) offers a rich 
theorisation of organizational ambidexterity, 

based on intra- and interorganizational learning. 
According to him, while the boundaries, 
bureaucracies and power relationships of an 
organization might hinder exploration, more 
exploratory modes of learning might be allowed 
in inter-organizational settings. In essence, 
Holmqvist provides a model of learning that 
includes a loop of exploitation and exploration 
and the dynamics between these two (Figure 
1). In Holmqvist’s (2003, 107) vocabulary: 
‘Acting occurs when the organization is in an 
ongoing process of exploitation’; ‘Opening-
up comes about when the organization moves 
from a process of exploitation to a process of 
exploration’; ‘Experimenting takes place when 
the organization is in an ongoing process of 
exploration’; and finally, ‘Focusing occurs 
when the organization moves from a process of 
exploration to a process of exploitation.’  

 

 

 

 

 

Figure 1. Holmqvist’s cyclical model of the dynamics of exploitation and exploration (adapted from Holmqvist 2003, 108). 
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What is particularly useful for policing is that 
Holmqvist (2003) writes about bureaucracies 
and hierarchical power relations (e.g., who has 
the power to release someone from duty or 
disregard them). In Holmqvist’s (ibid.) study, 
the question is about intra-organizational 
learning vs. inter-organizational learning: 
existing structures within an organization might 
hinder explorative modes of learning, and thus 
exploitation prevails. In contrast, between 
different organizations, in intra-organizational 
learning, also exploration is possible since 

Figure 1. Holmqvist’s cyclical model of the dynamics of exploitation and exploration (adapted  from 
Holmqvist 2003, 108).

cooperation is less formal (as not everyone 
is within the same hierarchy). Importantly, 
Holmqvist (2003) claims that in situations with 
more institutionalized power relations, opening 
up is difficult, and in contrast where power is 
more absent, focusing becomes the problem. In 
this article, we depict policing as a multi-actor 
complex, that has traits from intra- and inter-
organizational learning, but we can understand 
the police as an organization that has 
structures that are historically and traditionally 
bureaucratic and hierarchical (Huotari 2021). 
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Hence, Holmqvist’s model might help us 
understand that the step of opening up might 
be particularly difficult in the police. The risk 
would be that exploration would be exploration 
only on the surface (cf. the new artefact as a 
hammer to hit nails with).

While the ambidextrous organization in the 
public sector has become an emerging research 
stream (see Gieske et al. 2019; Cannaerts et al. 
2016; Smith & Umans 2015), to our understanding 
this theoretical lens has not been fully utilised 
to support the public sector and specifically 
policing in using AI. In the next section, we will 
advance this work, as we elaborate on the role of 
AI within the existing structures of policing (i.e., 
the use of AI is task-dependent, in Leese 2021). 
We claim that a focus on exploration inside the 
task-dependent environment of today might 
become counterproductive if it does not allow 
rethinking of problems in current structures. 
Although this claim is compatible with recent 
studies on AI in policing (Berk 2021; Egbert 
& Leese 2021; Hälterlein 2021; Leese 2021), we 
propose that Holmqvist’s model helps develop a 
nuanced approach to policing that could open 
itself up to exploration. Next, we will elaborate 
on this thought by examining the opportunities 
and challenges related to exploration with AI 
inside and outside today’s task-dependent 
environment, before proposing a framework 
for ambidextrous use of AI in policing in our 
conclusions.

AMBIDEXTROUS UTILISATION OF 
ARTIFICIAL INTELLIGENCE IN POLICING

In general, when police add AI and algorithms 
into their toolbox, perhaps the essential question 
does not lie in what is possible, but what is 
advisable. However, in terms of ambidexterity, 
both questions would be necessary. To become 
ambidextrous, an organization requires 
exploitation as well. Here, Holmqvist’s (2003) 
work becomes particularly important, as it offers 
a way to look at exploitation and exploration as 
a continuing cycle with dynamics: as much of 
the pioneering AI work within policing is still by 
definition exploration (cf. March 1991), at some 
point exploitation follows (Holmqvist 2003), 
and it might not be far. A simple AI solution 
based on algorithms and data can, for instance, 

go through documents much more efficiently 
than a human police officer. After a while, even 
a more explorational AI application could 
become business as usual and activities more 
exploitational through acting (Holmqvist, 2003). 

However, much of the work still highlights 
the technological capabilities of AI to solve 
problems already known – it is less debated how 
police could explore with AI so that it would 
provide solutions to problems that we do not 
yet know about (i.e., the unknown unknowns, 
in McCulloch & Wilson 2016). Oftentimes, 
AI in policing merely provides efficiency for 
solving those issues that are already known. 
In the following, we label such applications 
as exploring with AI inside the task-dependent 
environment of policing. Then, respectively, 
gaining understanding about new possible 
causalities and feedback loops within the (in)
security environment more openly is labelled 
as exploring with AI outside the task-dependent 
environment of policing. We categorise existing 
AI applications within policing under these 
labels and address them next.

Opportunities and challenges  
in exploration with AI inside  
the task-dependent environment  
(which is near to exploitation)

As AI offers technologies to make work more 
efficient in public administration (Autioniemi 
2020; Wirtz et al. 2020; Mehr 2017), numerous 
types of ‘low-hanging fruit’ exist in policing 
as well. What is common across the examined 
solutions is that many police duties require an 
immense amount of subjective and intuitive 
knowledge that is difficult to articulate formally 
and hence shift to AI (Kaufmann 2019). In this 
regard, AI has the potential to make existing 
police duties more efficient, for instance by 
detecting criminal behaviour, improving 
reporting of crimes and even anticipating 
criminal activity (Mehr 2017). Thus, AI allows 
the police to target its service delivery even 
before any service orders are assigned to it 
and then perform reactive responses to service 
orders more efficiently when needed (Camacho-
Collados & Liberatore 2015).

Indeed, through predictive policing, AI 
could help the police anticipate many kinds 
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of crime that it expects to happen in a certain 
area someday. Predictive policing means cases 
such as mapping crime hotspots, as well as 
profiling potential offenders and the most likely 
victims for given crimes (Kaufmann 2019; 
Nissan 2017; Tayebi & Glässer 2016; Lawton 
2011). Hot-spot prediction requires data on 
crime types to map high-risk times and places 
(Berk 2021; Hardyns & Rummens 2018), while 
suspect or victim prediction require data on 
the characteristics and backgrounds of persons 
involved in crimes, not data about crimes 
more generally (Hälterlein 2021). AI can also 
support the police by predicting the individuals 
that would most probably associate with some 
criminal activity under investigation, by going 
through databases of background information 
and criminal network intel (Tayebi & Glässer 
2016). Thus, such predictions could make the 
demanding criminal investigators’ work a bit 
less demanding. In all, AI can complement and 
replace human work in tasks that are simple 
or can be simplified, thereby releasing human 
capacity for more meaningful tasks (Leese 2021) 
once discretion is used (Kaufmann 2019).

Although predictive policing has been 
reported to decrease local crime rates (predicting 
hotspots, in Goldsmith & Crawford 2014), 
such cause-and-effect relationship is difficult 
to prove (Shapiro 2017; Egbert & Leese 2021). 
AI can, at worst, exacerbate structural biases 
(Bacchini & Lorusso 2019) and feed prevailing 
preconceptions (Shapiro 2019). Predictive 
policing has also been criticised for focusing on 
problems, not on a criminal basis, but on the 
basis of statistical analysis – raising doubts about 
discrimination (Leese 2021). A further issue 
arising from the predictive turn is approaching 
problems too narrowly and selectively, thereby 
ignoring certain historical, social, and cultural 
dimensions (Hälterlein, 2021). Ultimately, there 
are even the ethical concerns related to pre-
crime punishment of possible future criminal 
activity (e.g., detainment of an individual 
already before the crime has been committed, in 
McCulloch & Wilson 2016). Indeed, while AI is 
likely to correct or ignore some biases in human 
judgment, the benefits do not come without 
adverse effects (see Degeling & Berendt 2018).

In all, the ‘too narrow’, myopic exploration 
with AI that could improve efficiency might, at 

the same time, hinder the police from perceiving 
the in(security) environment and identifying 
problems in new and richer ways and therefore 
prevent the enhancement of systemic problem-
solving capabilities. To avoid this development, 
exploration with AI would be needed from 
outside the task-dependent environment.

Opportunities and challenges  
in exploration with AI outside  
the task-dependent environment

AI operates also within the sphere of unknown 
problems to support novel problem formulations 
instead of producing answers to pre-formulated 
problems (Ziewitz 2016). Thereby, by exploring 
with AI more openly, the police can reform or 
reinvent itself by shifting from reactive actions 
to more proactive ones (Goldsmith & Crawford 
2014; Weisburd & Majmundar 2018). Predictive 
policing plays a role here as well, but with a more 
open-ended agenda for proactive use of AI. This 
means more future-oriented exploration with 
possibly unknown end-results. 

First, we live in a society that generates data 
from almost everything we do. Technological 
devices embedded in urban structures or 
used by people constantly gather data about 
people, buildings, vehicles, different forms of 
consumption, etc. to better serve people’s needs 
and make life more comfortable (Allam & 
Dhunny 2019). Smart technology that supports 
the functioning of contemporary societies and 
the well-being of their citizens (see e.g., Pelton 
& Singh 2019) opens an illustrative prospect for 
understanding open-ended exploration with AI 
in policing (Joh 2019). For example, AI could 
(and can already, though more in a task-oriented 
way, see Shapiro 2017) augment a patrolling 
police officer’s visibility from their eyesight to 
the cyberworld, giving them clues whom to 
focus on and perhaps why; such augmentation 
would not only be limited to known problems 
such as identifying license plates, but it could 
also give the officer more holistic information 
about what is happening around them 
(Goldsmith & Crawford 2014). The same goes 
with the police as an organization. However, AI 
requires data that is adequate in quantity and 
quality which poses limits to such developments 
(Kaufmann 2019). If actualised, AI could still 
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help the police understand and conceptualise 
(in)security in the smart society and generate 
new kinds of tasks and performance indicators 
for policing (Kaufmann 2019). The social media 
is a showcase of human interaction within the 
smart society as well. AI could be harnessed 
not only to fighting but to conceptualising, e.g., 
extremism in the social media, by making it seek 
signs of radicalisation from communication 
streams; AI could then pinpoint individuals 
behind that communication, and ultimately 
help the police understand the process of 
radicalisation better (Fernandez & Alani 2021). 
While these opportunities seem promising, 
using AI along the urban infrastructure would 
also increase surveillance of the individual, even 
to Orwellian extents if not used with caution 
(Chan 2021; Hayward & Maas 2021; Rowe & 
Muir 2021).

Second, some minor policing decisions 
could be made by AI, even with purposeful 
end results. Such decisions are, again, easily 
within the task-environment of today (e.g., 
automating the process of giving a speeding 
ticket). However, problems arise when decision-
making would be done outside today’s tasks 
(Hälterlein 2021; Leese 2021). As it is known, 
AI cannot contextualise information as humans 
do (Autioniemi 2020). New technologies, and in 
particular algorithms that shift decision-making 
power (or capability) from humans to machines 
might fail, for reasons of lacking ethicality 
(Mehr 2017), interpretability (Anastasopoulos 
& Whitford 2019), or accountability (Wirtz et 
al. 2020). Simply put, the responses by AI might 
later prove wrong and the decision might have 
to be reversed (Autioniemi 2020). Such reversal 
could be, e.g., releasing a prisoner that has been 
judged based on a biased AI algorithm (Wirtz et 
al. 2020; Brantingham et al. 2018). Sometimes, 
however, the decision could be irreversible, 
with damage done already. From the viewpoint 
of security administration, an example of such 
situation could be a malfunctioning autonomous 
system that kills a friendly target that was 
falsely predicted as being hostile (Wirtz et al. 
2020). Moreover, there are challenges related to 
judgement transparency as it might be difficult 
(or even impossible) for humans to understand 
the decision made by AI and the related biases 
(Kankanhalli et al. 2019).

Third, it is well known that crimes and other 
events of interest to police are not completely 
random but follow certain patterns (Felson & 
Boba 2010; on crime pattern theory, see e.g., 
Brantingham & Brantingham 2011). How well 
these patterns are understood is still an open 
question; it could be possible to explore and 
identify various patterns that might explain 
different chains of interactions leading to 
undesirable citizen behaviour. Such pattern 
recognition would require, on the one hand, 
the availability of tools that could present the 
crime pattern data in ways that help the police 
understand the context of (in)security in novel 
ways. On the other hand, it would require that 
the data collected go beyond what is currently 
known, managed, and made accountable for 
within the police. These shifts would also change 
practices about who is allowed to use certain 
data and for which purposes (cf. Chan & Moses 
2015) – especially, if the purpose is not known 
beforehand, as with open-ended exploration. If 
these preconditions are met, AI might help the 
police identify correlations and causal relations 
that go beyond the lens of criminal law, thereby 
identifying problems and interventions that 
might otherwise go unnoticed, unidentified, 
under-conceptualised, or ignored. Thus, 
such more open-ended exploration with AI 
has the potential to illuminate blind spots 
in policing and understand the (in)security 
environment by envisioning possible worlds and 
counterfactual scenarios (see Pearl & Mackenzie 
2018). However, quite understandably, such 
exploration with AI could very well create 
unrealistic perceptions of causal relations in 
the (in)security environment (Berk 2021). 
Moreover, as such a reconceptualisation would 
challenge existing structures and practices that 
are well-established and heavily invested in, 
implementing AI to serve exploration would 
be extremely challenging in the wide scale 
(i.e., changing the focus of exploitation as well, 
Huotari 2021). 

In all, there are opportunities and challenges 
related to both modes of exploration with AI. 
Next, we proceed to our conclusions.
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CONCLUSIONS

As we have presented in this article, policing  
 – even if based on AI – easily functions based 
on certain logics that stem from existing 
structures (Shapiro 2021; Kaufmann 2019). 
We claim that this kind of exploration might 
be exploration only on the surface. With more 
open-ended exploration with AI, outside the 
task-environment of today, the knowledge 
basis of policing could possibly be revisited. 
Critically revisiting and challenging the existing 
structures would then require the dynamics of 
ambidexterity: opening up to, experimenting 
with, focusing on and acting upon specific AI 
solutions for policing (cf., Holmqvist 2003). 
Based on our analysis of AI in policing, we 
now come back to Holmqvist’s (ibid.) work 
and provide an extended framework that is 
intended to provide agenda for researchers and 
practitioners in the area. 

As Figure 2 depicts, AI in the context of 

policing can take numerous different routes. First, 
the status quo of current acting is questioned 
by opening up, which enables innovativeness. 
Then, policing can use AI according to two 
modes, experimenting either (1) from inside or 
(2) outside today’s task environment, both of 
which have their opportunities and challenges. 
We propose that the two modes can be used 
exclusively, in tandem or sequentially. Then, 
focusing on certain selected solutions would 
follow, requiring processes to implement the 
newly invented working practices. Finally, the 
new working solutions can become used by the 
police in their daily work, and thus AI is exploited 
by acting. Figure 2 also conveys the message that 
an innovative work mode (exploration) might 
coexist with a mode that tries to achieve the 
traditional goals (exploitation) if this is allowed 
and resources and legitimacy for both modes 
are available. This way ambidexterity becomes 
not only a grandiose goal but organizational 
practice in policing. 

 

 

 

 

Figure 2. Our proposed framework for AI in the context of policing extends Holmqvist’s (2003) work. 
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that will be used and transferred
to a more exploitational mode.

Lays the ground for implementing
innovations.

Mode 1: Experimenting
(inside today’s task-environment)

to utilise AI as a technological
innovation that helps solve the

problems of today. 

Mode 2: Experimenting
(outside today’s task-environment)
to learn with/from AI to solve even
problems that are now yet known, 

i.e., the problems of tomorrow. 

Opportunities: potential for efficiency gains, making
work less challenging, releasing experts from simple
tasks, decreasing crime rates

Challenges: myopia, strengthening existing structures,
exacerbation of structural biases, feeding prevailing 
preconceptions, discrimination, ignoring certain
important dimensions, ethical concerns, prevention of 
increasing systemic problem-solving capabilities

Opportunities: leveraging smart societies, generating
new kinds of tasks and performance indicators, 
understanding complex processes and patterns, 
automatic decision-making, conceptualisation of 
tomorrow’s risk environment

Challenges: surveillance society, wrong decisions, 
non-understandable decisions by AI, questionable
acquisition and use of data, unrealistic causal
explanations, difficulties in changing existing structures

Figure 2. Our proposed framework for AI in the context of policing extends Holmqvist’s (2003) work.

As Figure 2 illustrates, while technology has 
changed and will change the police’s capacity in 
desired areas, it is also likely to bring ineffective, 
inappropriate, and frustrating consequences 
as well. Considering the rapid change and 
complexity in the (in)security environment, it 
would be necessary but insufficient for the police 
to become more developed and sophisticated in 
solving sectored problem formulations. Thus, it 

would be important to perceive more broadly 
the processes of crime and other unwanted 
behaviour as well as the role of the police itself 
in these processes. This requires exploration in 
mode 2, outside today’s task environment. 

The key contribution of this paper to literature 
is showing the need to understand AI in policing 
outside the task-dependent environment of 
today. Without using exploration in mode 2, 
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AI has the potential to strengthen the existing 
structures and work even counterproductively. 
Therefore, to respond to yet unknown problems, 
exploration needs to take forms beyond seeking 
efficiency and prediction in questions that we 
already know, since new types of questions 
might have to be raised. This contribution 
has significance for both researchers and 
administrative practitioners.

We suggest that researchers of AI in policing 
take on our mode-2 exploration with AI. An 
important future research avenue lies in the fact 
that the operational environment is increasingly 
complex but policing and police work are 
structured, and technologies might offer either a 
solution or a turn for worse (Berk 2021; Skogan 
2006). Administrative and general management 
research is hence needed to understand how 
AI produces new types of policing without 
reproducing the rigid structures and even 
increasing their rigidness. At the same time, it 
would be necessary for researchers to examine 
how AI could help administrators become more 
accountable for issues than before, and not 
make people avoid responsibility or shift it to AI.

We have also sought to create some inspiring 
thoughts for administrative practitioners. We 
understand that typically administrative practice 
entails only minor chances to work outside 
predetermined problems and solve unknown 
issues. However, we claim that the issues that 
lie beyond today’s task-dependent environment 
might not always be something mysterious 
or concern wide security threats. Instead, the 
‘open-ended exploration type of thinking’ might 
reveal something fundamental yet interesting 
about quite mundane working practices that 
we everyday face, or about problems that we do 
not know of yet – even if we probably should. 
For example, more open-ended exploration 
with AI could help discover systematic racism 
in policing, or remove systematic biases in 
searching, arresting, charging or conviction of 
ethnicities, age groups or geographical groups.

Finally, by learning from policing, we claim 
that our findings could be useful for other 
branches of public administration as well. Thus, 
further studies are encouraged to examine (a) 
the counterproductive aspects of utilising AI 
too narrowly, with focus on the task-dependent 

environment of today, and (b) the possibilities 
for exploring with AI in different contexts, with 
a more open-ended agenda. As our study only 
scratches the surface on these topics and raises 
the need to further study the more open-ended 
exploratory aspects of AI too, there is much 
room to advance the area.
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