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Abstract

We analyse the performance of financial market variables in nowcasting Finnish quarterly GDP growth. In particular, we 
assess if prediction accuracy is affected by the sampling frequency of the financial variables. Therefore, we apply MIDAS 
models that allow us to nowcast quarterly GDP growth using monthly or daily data without temporal aggregation in a 
parsimonious way. We find that financial market data nowcasts Finnish GDP growth relatively well: nowcasting perfor-
mance is similar to industrial production, but financial market data is available much earlier. Our results suggest that the 
sampling frequency of financial market variables is not crucial: nowcasting accuracy of daily, monthly and quarterly data 
is similar.
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1.	 Introduction

Financial markets provide high-frequency information about investors’ expectations. This information may be useful in 
predicting or nowcasting GDP growth because asset prices are based on expected future cash flows, which in turn are 
linked to macroeconomic conditions.1 In situations where the economic environment is changing quickly, daily or week-
ly updates on economic conditions can be crucial for forming an accurate and timely view of the economy.

The previous literature has shown that including financial market variables in short-term forecasting or nowcasting mod-
els for economic activity is useful (e.g., Friedman and Kuttner, 1993; Estrella and Mishkin, 1998; Henry, Olekalns and 
Thong, 2004; Chionis, Gogas and Pragidis, 2010; Nyberg, 2010). Junttila and Korhonen (2011) show that dividend yields 
and short-term interest rates are relevant for forecasting output growth in multiple countries. According to their results, 
financial variables are especially useful in turbulent times. Kuosmanen and Vataja (2014) find similar results for Finland. 
Although many studies provide evidence of the usefulness of financial market information in forecasting, Alessi, Ghysels, 
Onorante, Peach and Potter (2014) argue that central banks have not utilised this information in the best possible way.

Despite many studies analysing the predictive power of financial market variables, the optimal sampling frequency for 
financial market data in a nowcasting model for GDP has not been widely studied. Should we care about, for example, 
daily fluctuations, or is it better to consider temporally aggregated data? Typically, if the variables in a model are measured 
at different frequencies, the high-frequency variables are aggregated to the level of the lowest frequency variable. How-
ever, temporal aggregation inevitably ignores some of the information in the daily financial market data. Some of this 
information could, nevertheless, be important for nowcasting GDP growth and ignoring it could confound the relation-
ship between the variables (see, e.g., Lütkepohl (2010) for a discussion on forecasting with aggregated data). Time series 
data can have a decaying memory structure, and thus giving the same weight to each daily observation within a quarter 
is not necessarily optimal. Higher frequency data also enables nowcasts to be updated frequently and during the on-going 
quarter, which is naturally a crucial feature of nowcasting models. This could be especially useful during the beginning 
of a recession, when traditional macroeconomic variables are slow to react and additionally suffer from publication lags. 
On the other hand, daily data tends to be noisier than temporally aggregated data. As a lower signal-to-noise ratio could 
obscure the relationship between the variables and therefore lead to a deterioration in forecast accuracy, high-frequency 
data does not automatically improve predictions. It is therefore clear that the sampling frequency could impact the ac-
curacy of a nowcasting model. Analysing the effect of the sampling frequency is also important for understanding the 
relationship between variables. Due to the availability of daily data and mixed-frequency methods, it is possible to include 
high-frequency data in a quarterly model for GDP growth and provide policy makers with (close to) real-time GDP 
nowcast updates.

With the development of modelling frameworks being able to handle data sampled at different frequencies, the question 
of whether using higher frequency data directly to nowcast and forecast lower frequency data improves accuracy has 
naturally arisen. Ghysels, Santa-Clara and Valkanov (2004) propose a Mixed Data Sampling (MIDAS) regression frame-
work to overcome the issues related to different sampling frequencies without relying on temporal aggregation. This 
framework has turned out to be useful in forecasting returns and volatility in financial markets. In these applications, the 
sampling frequency of the explanatory variable seems to have an impact on the results (Ghysels, Sinko and Valkanov, 
2007). For example, Ghysels, Santa-Clara and Valkanov (2006) conclude that intra-daily data does not outperform daily 
data (aggregated from the high-frequency data) in forecasting realized volatility. They also show that the most recent days 
are the most important when predicting monthly or weekly financial market volatility. 

MIDAS models have also been widely used to nowcast and forecast quarterly GDP growth using mainly monthly predic-
tors. For example, Clements and Galvão (2008, 2009) (using US data), Marcellino and Schumacher (2010) (using German 
data) and Kim and Swanson (2017) (using Korean data) show that monthly macroeconomic data, and especially month-
ly data on the current quarter, improves quarterly output growth forecasts in different MIDAS specifications. In addition, 

1	 Nowcasting means the prediction of the current state of the variable of interest. Many economic time series are published with a substantial lag. Therefore, 
economists do not only predict the future but also the present and the past.
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Armesto, Engemann and Owyang (2009) concludes that using a MIDAS weighting scheme for monthly employment 
growth improves forecast accuracy over an equal-weighted quarterly average when forecasting US GDP growth, espe-
cially over a short forecasting horizon. There is, therefore, some evidence that increasing the sampling frequency from 
quarterly to monthly improves nowcasting performance.

The literature closest to our paper is that which considers the relationship between financial market data and output 
growth in a mixed frequency setting. For example, Andreou, Ghysels and Kourtellos (2013) (using US data), Ferrara and 
Marsilli (2013) (using euro area data and data for the four largest euro area countries), Ferrara, Marsilli and Ortega (2014) 
(using US, UK and French data) and Marsilli (2014) (using US data) have shown using MIDAS models that daily or 
monthly financial market variables include useful information for GDP nowcasts and forecasts not included in macro-
economic data. However, these papers do not focus on assessing the relevance of the sampling frequency or discuss in 
detail the relationship between individual financial variables and GDP growth. In other words, most of the earlier litera-
ture does not consider whether, for example, daily or monthly variation in asset prices includes useful information for 
nowcasting GDP growth not included in the same data aggregated to a lower frequency. For example, a decline in asset 
prices mid-quarter could provide a useful indication of near-term economic activity, which could be obscured if a quar-
terly average was used. The choice of sampling frequency is, however, discussed in Tsui, Xu and Zhang (2018), who 
conclude that the best frequency of stock market returns is weekly when forecasting output growth for Singapore with a 
MIDAS model. In addition, Gómez-Zamudio and Ibarra (2017) (using Mexican data) and Doğan and Midiliç (2019) 
(using Turkish data) conclude that increasing the frequency of financial market data from quarterly to daily improves the 
accuracy of output growth forecasts using MIDAS and factor MIDAS models. On the other hand, Tay (2007) finds that 
using daily stock market returns aggregated over a year generally leads to better output growth nowcasts for the US than 
using a non-parametric MIDAS specification. The evidence regarding the optimal sampling frequency of different finan-
cial variables is thus scarce. In addition, most of the previous literature does not explore whether any specific days 
within a quarter are more important than others. Thus, based on the previous literature it is not possible to conclude 
whether an equal-weighted average is a suitable aggregation method for financial data when nowcasting GDP growth. 

In this paper we study the usefulness of including daily financial market variables in a nowcasting model for quarterly 
Finnish GDP growth in MIDAS framework. We also consider whether the choice of sampling frequency matters for 
nowcasting Finnish GDP growth. Determining the impact of the sampling frequency amounts to studying whether any 
important information available in the higher frequency data is lost in the aggregation. However, as seen in the previous 
literature, there could be a point beyond which increasing the frequency of the explanatory data is not beneficial. Deter-
mining this point is an empirical question and therefore specific to the country and variable under consideration. Here 
we consider the question for Finnish GDP growth using a relatively broad range of both domestic and foreign financial 
variables. MIDAS models allow us to study how temporal aggregation of variables affects prediction accuracy and it al-
lows us to determine whether a simple average is a satisfactory aggregation method, or whether a more flexible weighting 
scheme is necessary to correctly characterise the relationship.

We also assess different ways to utilise financial market variables in the MIDAS framework. The earlier literature has 
considered, for example, individual variables, forecast combinations and principal components (Andreou et al., 2013; 
Ferrara et al., 2014). The previous papers discussing the gains of high-frequency data for nowcasting GDP growth focus 
on the US or other large economies. In order to broaden the literature and the applicability of previous results, our aim 
here is to provide evidence of these potential gains from the perspective of a small open economy. Therefore, we also 
include foreign variables, namely from Germany and the US, as the international financial markets might include impor-
tant information for nowcasting growth in a small open economy.

Our results suggest that it does not matter significantly and systematically for nowcast accuracy whether one uses financial 
market data at the daily, monthly or quarterly frequency when nowcasting Finnish GDP growth. However, there may be 
some practical reasons to prefer higher frequency data, such as the ability to update the nowcast on a monthly, weekly or 
even daily frequency. On the other hand, increasing the frequency also brings some challenges, in particular by increasing 
the noisiness of the data. Ultimately, our results suggest that the choice of frequency can be made based on data avail-
ability and the needs of the forecaster, without significantly compromising nowcast accuracy.
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To gauge the importance of financial market variables for nowcasting GDP growth we compare their nowcasting ability 
to that of industrial production growth, which is a traditional predictor of GDP growth. Our results imply that financial 
market variables predict GDP growth as accurately as industrial production. Because industrial production is observed 
with more than a one-month lag, the results suggest that we can, without loss of accuracy, nowcast GDP earlier using 
financial variables. Different kinds of financial ratios – like the dividend yield – nowcast Finnish GDP growth well, which 
is in line with the results in Junttila and Korhonen (2011). Our results also provide some evidence that nowcast accuracy 
can be improved by combining a financial market based nowcasts to a nowcast based on macroeconomic data. However, 
these improvements are not statistically significant.

The rest of the article is organised as follows. Section 2 introduces the MIDAS regression framework. Section 3 sum-
marises the data. Section 4 studies the nowcasting performance of individual financial market variables and considers the 
effects of increasing the frequency of the financial market data. Section 5 discusses the best way of utilising financial 
market data to nowcast Finnish GDP growth. Section 6 concludes.

2.	 The MIDAS framework

MIDAS models were introduced by Ghysels et al. (2004), Ghysels et al. (2005), Ghysels et al. (2006) and Ghysels et al. 
(2007). The central idea of the MIDAS approach is to explain a low-frequency variable by variables sampled at higher 
frequencies. The MIDAS framework is used in this paper because it is a simple nowcasting framework which allows the 
parsimonious inclusion of several lags of the explanatory data and enables data sampled at different frequencies to be 
included into the same model.2 Although the modelling framework is linear, the weight functions allow complex relation-
ships between the dependent and independent variables. An important and useful feature of the MIDAS framework is 
that the number of parameters to be estimated does not depend on the sampling frequency of the data or the length of 
the sample period. The chosen framework therefore enables us to compare in a straightforward way the nowcasting per-
formance of several variables and compare their individual performance when sampled at different frequencies. 

The standard MIDAS model with one explanatory variable can be written as follows:
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where 𝑦𝑦! is a low-frequency variable (GDP growth in our models), 𝑥𝑥!'($ is a high-frequency 

variable (a financial market variable or industrial production growth in our models) and 𝑑𝑑 is the 

number of lags of the explanatory data included in the model.3 There are 𝑚𝑚 observations of the 

high-frequency variable to one observation of the low-frequency variable. For example, if we 

explained a quarterly variable by a monthly variable, 𝑚𝑚 would be 3. If the number of lags, 𝑑𝑑, 

was 2, then we would explain the quarterly variable by all the monthly observations of the high-

frequency variable from the given quarter. If 𝛽𝛽# ≠ 0, there is a connection between the low-

frequency and the high-frequency variables. The function 𝜃𝜃$ is a polynomial that weights the 

contemporaneous observation of the high-frequency variable and its lags in a parsimonious 
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The normalisation ensures that the weights sum up to one, which allows the separate 

identification of 𝛽𝛽#. The exponential Almon lag polynomial allows flexible, such as decaying 

or hump-shaped, weighting schemes. Parameters 𝜆𝜆# and 𝜆𝜆+ are estimated simultaneously with 

the other model parameters, and together with the number of lags they govern the shape of the 

weighting scheme. If 𝜆𝜆# = 	𝜆𝜆+ = 0, the lags have equal weights (1/𝑑𝑑) and we essentially 

include a moving average of the past 𝑑𝑑 lags in the MIDAS model. Note that in this case using 

temporally aggregated data, by taking an average over the lowest frequency, yields the same 

result. The benefit of the MIDAS framework over temporal aggregation is thus that the MIDAS 

 
3 The AR-MIDAS model by Andreou et al. (2013), which includes lagged values of the dependent variable, could 
be used for determining whether financial market data include useful information for nowcasting GDP in addition 
to lagged GDP. However, in this paper we concentrate on evaluating the usefulness of different financial market 
variables and the impact of varying their sampling frequency in a MIDAS model for GDP. Thus, exploring the 
AR-MIDAS model in this context is left for future work. 
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where yt is a low-frequency variable (GDP growth in our models), xtm-h is a high-frequency variable (a financial market 
variable or industrial production growth in our models) and d is the number of lags of the explanatory data included in 
the model.3 There are m observations of the high-frequency variable to one observation of the low-frequency variable. 
For example, if we explained a quarterly variable by a monthly variable, m would be 3. If the number of lags, d, was 2, 
then we would explain the quarterly variable by all the monthly observations of the high-frequency variable from the 
given quarter. If β1 ≠ 0, there is a connection between the low-frequency and the high-frequency variables. The function 
θh is a polynomial that weights the contemporaneous observation of the high-frequency variable and its lags in a parsi-
monious way. In this paper we use the (normalised) exponential Almon lag polynomial:

2	 The MIDAS model is not the only mixed-frequency method available (see, for example, Foroni and Marcellino (2013) for a survey on various mixed-
frequency methods). For example, Kuzin, Marcellino and Schumacher (2011) compares the MIDAS model and a mixed-frequency VAR (MF-VAR) approach 
for nowcasting and forecasting monthly GDP in the euro area. They find in their empirical application that the MIDAS model tends to perform better for 
shorter horizons, while the MF-VAR model performs better for longer horizons. On the other hand, Franta, Havrlant and Rusnák (2016) finds that the 
dynamic factor model with mixed frequency data performs better than MIDAS models for nowcasting GDP in the Czech Republic. The results are similar 
in Galli, Hepenstrick and Scheufele (2019) for Switzerland, except that the MIDAS models slightly outperform the dynamic factor model after the financial 
crisis.

3	 The AR-MIDAS model by Andreou et al. (2013), which includes lagged values of the dependent variable, could be used for determining whether financial 
market data include useful information for nowcasting GDP in addition to lagged GDP. However, in this paper we concentrate on evaluating the usefulness 
of different financial market variables and the impact of varying their sampling frequency in a MIDAS model for GDP. Thus, exploring the AR-MIDAS 
model in this context is left for future work.
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The normalisation ensures that the weights sum up to one, which allows the separate identification of β1. The exponential 
Almon lag polynomial allows flexible, such as decaying or hump-shaped, weighting schemes. Parameters λ1 and λ2 are 
estimated simultaneously with the other model parameters, and together with the number of lags they govern the shape 
of the weighting scheme. If λ1 = λ2 = 0, the lags have equal weights (1/d) and we essentially include a moving average of 
the past d lags in the MIDAS model. Note that in this case using temporally aggregated data, by taking an average over 
the lowest frequency, yields the same result. The benefit of the MIDAS framework over temporal aggregation is thus that 
the MIDAS model allows the data to decide the weights and therefore enables taking into account the decaying memory 
structure often present in time series data. The MIDAS model is estimated using non-linear least squares (NLS).

Due to the lag polynomial, MIDAS models are especially useful when the number of lags is large, as they allow including, 
for example, many daily lags without increasing the parameter space. However, when only a few lags are included an 
unrestricted MIDAS (U-MIDAS) model, which does not include a weighting scheme but estimates a separate regression 
parameter for each lag, can be used (Foroni, Marcellino and Schumacher, 2015). The U-MIDAS regression model can be 
written as:
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In this case the model can be estimated using OLS. 
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ratios are available to us from 2002 onwards. Secondly, using data only from the early 21st 

century reduces the risk of structural breaks. This sample period does, however, include two 

recessions for Finland and thus covers, in our opinion, enough business cycle variation for 

drawing conclusions. The Finnish GDP data is from Statistics Finland. We use the latest vintage 

of the quarterly real GDP growth rate.4  

We use a comprehensive set of 28 financial market variables, covering both domestic and 

foreign data. All the financial data is obtained via Bloomberg. Andreou et al. (2013) uses a 

much wider data set of 991 daily series, but, for example, Ferrara et al. (2013), Ferrara et al. 

 
4 GDP statistics are typically revised substantially. We use the latest available vintage at the time of writing (data 
collected on December 31st, 2019) as we consider it the best available estimate for the actual, final growth rate. 
However, we recognize that there are also arguments for using an earlier vintage, such as first release data. 
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In this case the model can be estimated using OLS.

3.	 Data

We use daily, monthly and quarterly data from Q2/2002 to Q3/2019. The beginning of the sample period is, firstly, re-
stricted by the availability of daily data. For example, many financial ratios are available to us from 2002 onwards. Sec-
ondly, using data only from the early 21st century reduces the risk of structural breaks. This sample period does, however, 
include two recessions for Finland and thus covers, in our opinion, enough business cycle variation for drawing conclusions. 
The Finnish GDP data is from Statistics Finland. We use the latest vintage of the quarterly real GDP growth rate.4 

We use a comprehensive set of 28 financial market variables, covering both domestic and foreign data. All the financial data 
is obtained via Bloomberg. Andreou et al. (2013) uses a much wider data set of 991 daily series, but, for example, Ferrara 
et al. (2013), Ferrara et al. (2014) and for Finland Kuosmanen and Vataja (2014) use a significantly narrower set of financial 
market data. We assess the predictive power of stock indices and interest rates from Finland (OMX Helsinki), Germany 
(DAX) and the USA (S&P 500). In addition, we use the average price-to-earnings ratios, price-to-book ratios and dividend 
yields from the same countries. The averaging utilises the same weights that have been used in the construction of the stock 
market indices. The ratios are calculated using past information about earnings and dividends from the past 12 months.5 
The last available information is used for the book value. The predictive power of the oil price, expected stock market 
volatility implied by Eurostoxx 50 index options and the EUR/USD exchange rate are also considered. 

The stock indices and the oil price are in log-differences. Interest rates and the exchange rate are in differences. We also 
calculate the spread between the German 10-year yield and the 12-month yield. Financial ratios, stock market volatility 
and the interest rate spread are in levels. For comparison, we nowcast GDP growth also using the monthly growth rate 

4	 GDP statistics are typically revised substantially. We use the latest available vintage at the time of writing (data collected on December 31st, 2019) as we 
consider it the best available estimate for the actual, final growth rate. However, we recognize that there are also arguments for using an earlier vintage, 
such as first release data.

5	 This calculation method causes some minor revisions to financial ratios. The series are recalculated every day using the latest information about the past 
equity level fundamentals. This may potentially overstate the nowcasting performance of financial ratios.
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of industrial production, for which the latest vintage is used.6 The transformations are done to achieve stationarity and 
are based on previous studies (for example, Bernanke, Boivin and Eliasz, 2005; Becker, Lee and Gup, 2012; Lewellen, 
2004; Koustas and Serletis, 2005; Marcellino and Schumacher, 2010). The time series included in the data set are listed 
(together with their sources and transformations) and plotted in Appendix A.

To summarise the financial market information, we use principal component analysis to extract common factors from the 
financial market data. Figure 1 plots the quarterly GDP growth rate together with the first three principal components 
(PCs) based on standardised data (excluding industrial production). The principal components are here calculated from 
quarterly data for visual reasons. The principal components capture the common variation on the financial markets over 
time. Figure 1 shows that the relationship between financial markets and GDP growth seems to be time-varying and at 
its strongest during turbulent times.7 Especially the first PC seems to capture well some of the (negative) spikes in GDP 
growth. Corresponding figures for the individual financial market variables can be found in Appendix A.

Figure 1. This figure shows the development of the first three principal components together with quarterly GDP growth. The 
principal components are calculated from the data summarised in Appendix A (excluding industrial production). The sample 
is from Q2/2002 to Q3/2019 and the frequency is quarterly.

10  
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growth seems to be time-varying and at its strongest during turbulent times.7 Especially the first 

PC seems to capture well some of the (negative) spikes in GDP growth. Corresponding figures 

for the individual financial market variables can be found in Appendix A. 

Figure 1. This figure shows the development of the first three principal components together with 
quarterly GDP growth. The principal components are calculated from the data summarised in Appendix 
A (excluding industrial production). The sample is from Q2/2002 to Q3/2019 and the frequency is 
quarterly. 

 

4. Nowcasting GDP growth using financial market data 
In this section we assess how well different variables sampled at different frequencies nowcast 

GDP growth. We conduct a rolling window analysis, where the first estimation sample is from 

Q2/2002 to Q4/2011 and the first out-of-sample observation is Q1/2012. We have chosen 2011 

to be the end of the first estimation sample in order to see how well the models predict the sharp 

 
7 The first PC has a correlation of 0.48 with GDP growth, the second PC a correlation of -0.24, and the third PC a 
correlation of -0.35. 

6	 Using revised data may potentially overstate the nowcasting performance of industrial production.

7	 The first PC has a correlation of 0.48 with GDP growth, the second PC a correlation of -0.24, and the third PC a correlation of -0.35.
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4.	 Nowcasting GDP growth using financial market data

In this section we assess how well different variables sampled at different frequencies nowcast GDP growth. We conduct 
a rolling window analysis, where the first estimation sample is from Q2/2002 to Q4/2011 and the first out-of-sample 
observation is Q1/2012. We have chosen 2011 to be the end of the first estimation sample in order to see how well the 
models predict the sharp decline in Finnish quarterly GDP growth in Q2 2012.8 Altogether we produce 31 pseudo out-
of-sample nowcasts, which, although a relatively small number of out-of-sample observations, is of similar length as the 
out-of-sample period in, for example, Andreou et al. (2013). To plausibly estimate the parameters for the first out-of-
sample observation, the length of the out-of-sample period cannot be significantly increased, as increasing the number 
of out-of-sample observations naturally decreases the number of observations used in the estimation. As a robustness 
check Appendix E reports the results when 40 out-of-sample observations are used.

In models using daily data we include 62 daily lags. In our sample, every quarter includes at least 63 working days. By 
choosing 62 daily lags we avoid technical issues relating to “missing data” in the estimation.9 In models with monthly data 
the number of lags is two and in models with quarterly data the number of lags is zero, which means that only the con-
temporaneous quarter is included. Regardless of the frequency used, all models therefore rely on the same information 
set and utilise data from one quarter only. We include additional lags in Section 5.

The models using quarterly data are naturally unrestricted as there are no lags. For the monthly models we consider both 
the restricted and the unrestricted versions as the number of lags is small. The daily models are restricted, as it is infea-
sible to estimate 62 individual regression parameters. The parameters are re-estimated every period in the rolling window 
analysis. Appendix B reports some estimation results for the whole sample (Q2/2002 to Q3/2019).

8	 As Q2/2012 can be considered an outlier, Appendix E reports the results excluding the out-of-sample forecast for Q2/2012. These results are discussed 
briefly in Section 5.

9	 We use the R package midasr by Virmantas Kvedaras and Vaidotas Zemlys-Balevicius to estimate the models (see also Ghysels, Kvedaras and Zemlys, 
2016).
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Explanatory variable Quarterly Monthly Monthly
(unrestricted) Daily

SP500 p/e 0.52 0.55 0.56 0.55

DAX Dividend yield 0.58 0.58 0.60 0.58

OMX Hels Dividend yield 0.60 0.66 0.66 0.61

OMX Hels p/b 0.60 0.63 0.72 0.64

PC1 0.63 0.61 0.61 0.64

SP500 p/b 0.64 0.66 0.76 0.67

OMX Hels p/e 0.65 0.69 0.64 0.68

FI_10y 0.66 0.85 0.95 0.67

OIL 0.66 0.66 0.70 0.67

DE 10y-1y 0.66 0.66 0.65 0.66

DE_10y 0.67 0.77 0.91 0.66

DE_5y 0.67 0.72 0.72 0.68

DE_7y 0.67 0.77 0.83 0.68

EURUSD 0.67 0.77 0.78 0.67

DAX p/e 0.68 0.67 0.85 0.68

Industrial production 0.68 0.62 0.66 –

OMX Hels Telec 0.69 0.73 0.77 0.83

DE_1y 0.70 0.64 0.71 0.65

FI_5y 0.70 0.76 0.79 0.69

OMX Hels Industrials 0.71 0.73 0.75 0.70

OMX Hels Utilities 0.71 0.66 0.71 0.77

SP500 Dividend yield 0.71 0.70 0.73 0.70

DAX p/b 0.72 0.67 0.80 0.78

OMX Hels Hlth Care 0.72 0.81 0.99 0.67

OMX Hels Technology 0.72 0.70 0.85 0.75

SP500 0.74 0.77 0.72 0.64

OMX Hels 0.75 0.71 0.79 0.67

Eurostoxx 50 volatility 0.77 0.74 0.78 0.77

DAX 0.84 0.78 0.84 0.65

OMX Hels Basic Metal 0.84 0.82 0.87 0.72

Table 1: Out-of-sample RMSEs of MIDAS regression models. The models are ordered based on the RMSEs of the quarterly 
models. The abbreviations for the variables are explained in Appendix A. The RMSEs are calculated from a rolling window 
analysis, in which the first estimation sample is from Q2/2002 to Q4/2011 and the first out-of-sample nowcast is Q1/2012. 
Thus, the results are based on 31 out-of-sample observations.
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Table 1 reports average root-mean-square errors (RMSEs) for the whole out-of-sample period. The predictors are ordered 
based on the RMSEs of the quarterly models. The average price-to-earnings ratio in the United States has, perhaps sur-
prisingly, been the best predictor for Finnish GDP growth, regardless of the frequency used. The price-to-earnings and 
price-to-book ratios especially for the Finnish and the US stock markets have also performed well. The dividend yields 
for the Finnish and German stock markets produce accurate nowcasts, while implied volatility, the EUR/USD exchange 
rate, and the stock indices tend to perform worse. However, some of the results are sensitive to the sampling frequency 
of the explanatory variables. For example, industrial production performs relatively better on the monthly frequency, 
while the S&P 500, OMX Helsinki and DAX indices seem to improve as predictors as the sampling frequency increases. 
The relative performance of the various interest rates also varies depending on the sampling frequency.

In addition to the individual financial market variables, we also include the first principal component based on the finan-
cial market data. It also produces accurate nowcasts, indicating that combining information from a large set of financial 
market indicators provides useful information for nowcasting Finnish GDP growth. At least the average price-to-earnings 
ratio in the United States, the German dividend yield and the first PC produce more accurate nowcasts on the monthly 
frequency than the benchmark model, where industrial production growth is used as a predictor. Thus, regardless of the 
frequency, some financial variables seem useful for nowcasting Finnish GDP growth, in particular considering that they 
are available much earlier than industrial production.

In a MIDAS model the impact of an explanatory variable is determined by β1 in equation (1) as well as by the weighting 
scheme (θh) in equation (2). Their combined effect (β1* θh) is shown in Appendix B for the daily and monthly models 
reported in Table 1. For several daily financial variables most of the weight is on just the last few days of the quarter. This 
implies that the daily intra-quarterly variation is not a significant factor for explaining GDP growth and that all the rel-
evant economic information is included in the recent values of the variables. For some variables, such as the 5-year Finn-
ish interest rate, all weight is on the first days of the quarter, implying that potentially a longer lag length would be 
needed. For series with counterintuitive weighting schemes there could also be an issue with too much noise in the data 
for the Almon polynomial to be able to discern a stable relationship between the financial variable and GDP growth. 
Aggregating to a lower frequency could aid in separating the signal from the noise. For some variables, such as the price-
to-book ratios and the dividend yields, the weighting schemes are hump-shaped, implying that these variables affect GDP 
with a lag. The largest weight is attained in all these cases for lags between 10 and 20 days. As expected, the relationship 
between GDP growth and the price-to-book ratios is positive while the relationship between GDP growth and the divi-
dend yield is negative. For the price-to-earnings ratio we would expect the relationship to be positive, and this is true for 
the German and US price-to-earnings ratios. Financial market volatility has a negative relationship to GDP growth and 
the largest weight is on approximately the 50th daily lag. The relationship between the first PC and GDP growth is 
positive and most of the weight is on lags between approximately 15 and 30 days.

For the monthly models two monthly lags is generally not enough to make the weights decay to zero and thus the daily 
models seem better specified. On the other hand, for example, for the price-to-book ratios most weight is on the first 
monthly lag, which is roughly in line with the daily data. For the dividend yields most weight is on the current and first 
lags, also in line with the daily results. The weighting schemes for the restricted and unrestricted monthly models are 
mostly similar.

Overall, looking at the weighting schemes it seems that equal weights (such as in the quarterly models) do not represent 
the relationship between GDP growth and financial market data accurately. Whether this impairs nowcasting performance 
depends on the variable. As the differences in nowcast accuracy are, however, mostly small, the impact of the sampling 
frequency on nowcasting performance seems minor.

The results regarding the importance of individual financial market variables are largely in line with the previous literature. 
For example, the dividend yields perform well, as concluded by Junttila and Korhonen (2011). As a small open economy 
Finland is significantly affected by global fluctuations, which might explain why foreign variables, such as the average 
price-to-earnings ratio of the S&P 500, nowcast well. Forecasting US GDP growth Andreou et al. (2013) finds no differ-
ences between the importance of various asset classes. Ferrara et al. (2013) use stock returns, oil prices and the term 
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spread on a monthly frequency to nowcast and forecast GDP growth in the euro area, France, Germany, Italy and Spain 
with mixed results. For nowcasting, stocks and oil prices receive some support in some countries when compared to the 
benchmark MIDAS model with confidence data. 

Some caution is needed when interpreting the results for the models using financial ratios. It is reasonable to assume that, 
for example, dividends and stock prices have equal growth rates in the long run. Nevertheless, the ratio may deviate from 
its long run mean very persistently, and there has been some discussion about the stationarity of these variables (e.g., 
Koustas and Serletis, 2005; Lewellen, 2004; Becker et al., 2012). Therefore, one could argue that financial ratios should 
not be used in levels but in differences. Table 2 shows that the nowcasting accuracy of these variables tends to be worse 
when they are considered in log-differences.

One should also note that in this section we only use information from the contemporaneous quarter to nowcast GDP 
growth. However, some variables (for example, interest rate spreads) could be correlated to GDP growth with a lag. We 
discuss including further lags in a more aggregated setting in the next section, but for individual variables we do not 
consider nowcasts using additional lags, as in their case we concentrate on the choice of sampling frequency.

Table 2: Out-of-sample RMSEs of regression models which have financial ratios or implied volatility as an explanatory va-
riable. The frequency is quarterly. The abbreviations for the variables are explained in Appendix A. The RMSEs are calcula-
ted from a rolling window analysis, in which the first estimation sample is from Q3/2002 to Q4/2011 and the first out-of-
sample nowcast is Q1/2012. Thus, the results are based on 31 out-of-sample observations.

  level log-difference

OMX Hels p/e 0.66 0.71

DAX p/e 0.69 0.67

SP500 p/e 0.53 0.71

OMX Hels Dividend yield 0.59 0.73

DAX Dividend yield 0.59 0.80

SP500 Dividend yield 0.72 0.69

OMX Hels p/b 0.60 0.88

DAX p/b 0.71 0.82

SP500 p/b 0.64 0.72

Eurostoxx 50 volatility 0.77 0.71

All in all, using a higher sampling frequency does not seem to clearly and consistently improve nowcasts. The differences 
in the RMSEs also tend to be small, and whether performance improves or deteriorates as the sampling frequency in-
creases depends on the variable. This contrasts to some extent the results in, for example, Gómez-Zamudio and Ibarra 
(2017) and Doğan and Midiliç (2019), where on an aggregate level daily financial data improved forecasts compared to 
quarterly financial data. The average RMSE of our quarterly models is 0.68, of the restricted monthly models 0.70, of the 
unrestricted monthly models 0.76 and of the daily models 0.68. Importantly, despite the small number of monthly lags 
the MIDAS model utilising a weighting scheme performs generally better than the unrestricted model.
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5.	 Does financial market data improve GDP nowcasts?

The results in Section 4 showed that financial market variables can be useful for nowcasting Finnish GDP growth. In this 
section our aim is to find the best nowcasting specification when using a combination of financial market variables in a 
MIDAS framework. In addition to the first PC, we combine the information in financial market variables by simple 
forecast averaging, i.e., we take an average of the MIDAS model nowcasts from Section 4. However, as some of the mod-
els in Section 4 produced consistently inferior nowcasts, we also combine only the nowcasts produced by MIDAS models 
driven by financial ratios (price-to-earnings, price-to-book, dividend yield), which were the most accurate class of predic-
tors in Section 4. We also consider how increasing the lag length in the MIDAS models impacts nowcasting performance. 
As benchmark models we consider the MIDAS model based on monthly growth in industrial production as well as a 
simple AR(1) model for GDP growth.

We use monthly data as a compromise between daily and quarterly data because our previous results did not suggest a 
preference for any specific frequency. Monthly data provides relatively timely information, allowing the nowcast to be 
updated within the quarter, while being less noisy than daily data. In addition, technical issues limited our use of daily 
data to within-quarter data. As some variables, such as interest rate spreads or stock indices, could affect GDP with a 
significant lag, it could be important to include lags beyond the current quarter in a nowcasting model. With monthly 
data we now consider models with 2, 5 and 11 monthly lags. Since we allow very flexible weights in the weighting scheme, 
and the weights are estimated based on the data, the estimated weight functions will take into account the leading prop-
erties of the explanatory data up to eleven months.

Table 3 reports the RMSEs of these models.10 The average nowcast based on only financial ratios produces the most ac-
curate nowcasts during the out-of-sample period from Q1/2012 to Q3/2019 regardless of the number of lags included. 
Summarising the information by principal component analysis leads to slightly lower RMSEs than combining all the 
MIDAS model nowcasts, and the PC based nowcast thus provides a viable alternative if one does not wish to preselect 
the models to be combined.11 This finding is in line with Andreou et al. (2013), whose results also show a slight preference 
to using factors instead of forecast combinations. However, none of the three purely financial market based nowcasts in 
Table 3 outperforms the nowcast based on industrial production growth in a statistically significant way.12 In this sample, 
all the models nowcast GDP roughly as accurately as an AR(1) model (RMSE 0.58).13

10	 All the weight functions are plotted in Appendices B, C, D and G.

11	 As pointed out by an anonymous referee, machine learning methods could be used to improve nowcasting performance. For example, Babii et al. (2021) 
introduces a sparse-group LASSO estimator which enables a large number of predictors to be simultaneously included in a MIDAS model. ML methods 
could also be used to estimate the weights of a U-MIDAS model. The application of this to the Finnish case is left for future research and an even larger 
number of explanatory variables, including financial variables which we have in this paper shown to be useful for nowcasting Finnish GDP growth. Here 
we concentrate on analysing the performance of individual financial market variables in Finland and the importance of the sampling frequency.

12	 However, we are aware that tests for statistical significance can be unreliable for small sample sizes, and thus we focus on the ranking of the models. This 
follows the approach taken in other studies with small sample sizes, such as Andreou et al. (2013) (for their small sample), Ferrara et al. (2013) and Ferrara 
et al. (2014).

13	 It should be noted that, first of all, the latest vintage of the GDP data is used, i.e., the data includes revisions. Thus, the performance of the AR(1) 
model might be better than it would have been in real time. Secondly, GDP is released with a roughly two-month lag in Finland.
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Table 3: RMSEs of MIDAS regression models. In the model using industrial production the only explanatory variable is the 
MoM growth rate of the volume of industrial production. In the PC model, the only explanatory variable is the first principal 
component of the financial market variables (see Appendix A). ‘Average nowcast’ is the simple average of all the financial 
variable based nowcasts (nowcasts produced using the financial market variables listed in Appendix A one at a time). ‘Avera-
ge nowcast based on financial ratios only’ is the average of the models in which the explanatory variable is the price-to-earnings 
ratio, the price-to-book ratio or the dividend yield. The RMSEs are calculated from a rolling window analysis, in which the 
first estimation sample is from Q1/2003 to Q4/2011 and the first out-of-sample nowcast is Q1/2012. Thus, the results are 
based on 31 out-of-sample observations. To test the statistical significance of the RMSE differences between the industrial 
production-based nowcast and the other nowcasts we use the Diebold-Mariano test assuming no heteroscedasticity or auto-
correlation because the forecast horizon is zero. Asterisks *, * * and * * * indicate statistical significance at the 10%, 5% and 1% 
levels, respectively.

  2 lags 5 lags 11 lags

Industrial production 0.71 0.57 0.60

PC 0.60 0.62 0.59

Average nowcast 0.63 0.66 0.65

Average nowcast: financial ratios only 0.55 0.56 0.58

Average nowcast: financial ratios only and industrial production   0.60* 0.51 0.54

Regarding the choice of lag length, including only two monthly lags of industrial production growth leads to inferior 
nowcasting performance. From the weight functions (see Appendix G) we can see that when eleven lags are included 
most of the weight is on lags three and four and the lags after lag seven are virtually zero. This might also explain why 
increasing the lag length from two to five improves nowcast accuracy, while increasing the lag length from five to eleven 
does not: lags three and four receive large weights while lags past the fifth lag do not impact the nowcast much anymore 
compared to the first five lags. For most of the other models in Table 3 nowcasting performance is similar regardless of 
the lag length chosen. A longer lag length can be generally preferred based on the idea that the exponential Almon poly-
nomial should be able put the weight of any excess lags to zero, and therefore it can be argued that including too many 
lags is less detrimental than including too few lags. By comparing the weighting schemes plotted in Appendices B, C and 
D we can clearly see that two monthly lags tends to be too few for the weights to decay to zero, whereas for many variables, 
such as the first PC, eleven lags seems to be the most suitable lag length. Using elven lags also leads to the lowest RMSE 
in Table 3 for the model including the first PC. The weight functions are in many cases hump-shaped, implying that the 
variables are leading indicators compared to GDP. On the other hand, it could be argued that the importance of financial 
data lies in it being able to quickly reflect the current economic situation and changes to it, which would indicate that 
putting at least most of the weight on near-term data is desirable. This would advocate including only two lags, as now-
casting performance is similar regardless of the number of included lags.

Financial market data and macroeconomic variables might include different types of information, useful for nowcasting 
GDP during different time periods, depending, for example, on the origin of the downturn or upturn. Therefore, it could 
be useful to combine the nowcasts produced by the MIDAS model based on industrial production growth and the MIDAS 
models based on financial data. This nowcast results in the lowest RMSEs when using at least 5 lags, while the improve-
ment compared to the nowcast based on only industrial production is weakly statistically significant when using two lags. 
This is in line with the results in Andreou et al. (2013), who find that combining forecasts from models including macro-
economic and financial data tend to improve short term forecasts over models using only macroeconomic data. Ferrara 
et al. (2014) find that including financial market volatility and macroeconomic data in a MIDAS model leads to lower 
RMSEs for nowcasts of GDP growth in France, the UK and the US.
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Finally, in Figure 2 we compare the MIDAS model nowcasts to realised GDP growth, in order to assess whether there 
are differences in model performance over time. It is clear that none of the models capture the sharp decline in GDP in 
2012 or the recent slowdown in growth in 2018 very well. Especially in the second quarter of 2012 all the models produce 
very large nowcast errors. The model driven by industrial production growth performed particularly badly while financial 
variables were relatively more useful for nowcasting GDP. However, especially due to the limited number of observations 
available for evaluation, we also consider the RMSE excluding the forecast error for Q2/2012 in Appendix F. The results 
confirm that in particular the RMSE of the industrial production driven model improves by the exclusion of Q2/2012, 
but the average nowcast combining financial ratios and industrial production growth still outperforms this nowcast in a 
weakly statistically significant way when two lags are used. Industrial production growth nowcasts GDP growth particu-
larly well around 2015-2016. It also seems more volatile than the nowcasts based on financial variables. As expected, 
especially the two combination nowcasts are relatively stable, and thus fail to account for the strong variation in quar-
terly GDP growth.

Figure 2. Out-of-sample nowcasts of the different models (number of lags 11) and realised GDP growth. A rolling window, 
in which the first estimation sample is from Q2/2002 to Q4/2011 (GDP data from Q1/2003), is used to produce the nowcasts.
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Overall, financial market variables and more traditionally used predictors, here represented by industrial production, 
seem to nowcast Finnish GDP approximately equally well. Therefore, the usefulness of financial variables for nowcasting 
Finnish GDP growth arises from the fact that they are available earlier than macroeconomic variables. In fact, many of 
them are available almost immediately and can even be updated on a daily frequency. This issue is highlighted by the fact 
that the analysis above is conducted using the final, revised vintage of industrial production data, which could give an 
advantage to industrial production as a predictor of GDP. According to Kuosmanen and Vataja (2014) financial market 
variables are especially useful during turbulent times. Combined with the fact that when uncertainty is high or the 
economy is plunging into a recession, timely nowcasts are extremely valuable for economic agents, this highlights the 
benefits of our MIDAS models based on financial market data.
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6.	 Conclusion

We conclude that financial market variables are useful for nowcasting Finnish quarterly GDP growth. The main advantage 
of financial market data is its immediate availability. Unlike many other variables that have been traditionally used for fore-
casting or nowcasting GDP growth, nowcasts based on financial market data may be updated daily. This is particularly 
useful at the time of crisis, when financial markets might react immediately, but many macroeconomic variables are published 
with a delay. Using financial market variables in combination with macroeconomic data when nowcasting Finnish GDP 
growth thus seems beneficial.

On the other hand, our results show that one cannot improve nowcast accuracy for Finnish GDP growth by increasing the 
sampling frequency of financial market data from quarterly to monthly or daily frequency. This indicates that high-frequen-
cy fluctuations of financial markets do not contain additional useful information for nowcasting GDP, which is not already 
included in corresponding lower frequency data. On the other hand, using higher frequency data does not overall lead to a 
deterioration in forecast accuracy either, allowing the choice of frequency to be determined by the needs of the researcher.

This paper focuses on the results for Finland. One may argue that this could limit the generalizability of our results. Ulti-
mately, finding the best nowcasting model or the optimal sampling frequency is an empirical question, which depends, among 
other things, on the sample period used, the explanatory variables chosen as well as the structure of the financial markets 
and the economy in general. As the previous literature shows, the benefits of individual financial market variables for now-
casting GDP growth varies across countries. For example, Ferrara and Marsilli (2013) shows that the forecasting accuracy 
of financial market variables differs across four large euro area countries, implying that results are not easily generalisable 
across countries. However, as discussed earlier in the paper, some of our findings lend support to earlier results, conducted 
using data mostly on large economies and smaller or more aggregated data sets. Thus, our results broaden the applicability 
of these results. We also confirm that foreign financial market variables can be important for nowcasting GDP growth in a 
small open economy using a MIDAS framework. If the results vary between countries as much as the still relatively limited 
previous literature suggest, it would be interesting to consider the theoretical underpinnings of these results. There could, 
for example, be some structural differences in the economies driving the variations in the results. This interesting question 
is left for future research to explore.

Regarding the optimal sampling frequency, which we consider the most interesting research question of our paper, one could 
argue that the results should not vary significantly across countries where the structure of the economy and the financial 
markets are similar to Finland. However, factors which could impact the choice of sampling frequency include, for example, 
persistent differences in the noisiness and the information content of financial market data. One limitation of our analysis, 
complicating also the comparison to previous papers on other countries, is that these factors could also vary over time. For 
example, using a higher sampling frequency could improve (by providing more information) or weaken (by increasing noise) 
forecasting performance during turbulent periods. There is some evidence that increasing the sampling frequency improves 
forecast accuracy for output growth, but to our knowledge there does not yet exist broad-based evidence of this on an in-
ternational scale. The relatively short time series of daily data available in many countries complicate the analysis. Overall, 
we believe determining whether the optimal sampling frequency varies between countries and over time systematically is a 
highly interesting avenue for future research. If variation of this kind exists, determining the reasons behind this variation 
is also important.

One issue that may impact the generalizability of our results is the chosen sample period. The results by, for example, Junt-
tila and Korhonen (2011) suggest that financial market variables are especially relevant for forecasting macroeconomic de-
velopments during crisis periods. Our in-sample period includes the financial crisis, but the out-of-sample period is less 
turbulent. Therefore, it is possible that our results understate the nowcasting accuracy of financial market variables, compared 
to studies where the financial crisis or other turbulent time periods are included.

Although we have used a relatively broad set of variables which we believe to represent the Finnish financial markets well, 
it is possible that an even more comprehensive set of variables would reveal different results. Another interesting extension 
left for future research is the use of machine learning methods, which would allow including a larger number of explana-
tory variables in the same model or enable more flexible weight estimation in the U-MIDAS model.
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Appendix

A

The following table lists all the used variables, their abbreviations, sources and transformations. All the data are obtained 
via Bloomberg.

Table A 1

Variable Category Abbreviation Source Transformation

Average ratio of the price of a stock 
and the company's earnings per 
share in OMX Helsinki

Financial 
ratio

OMX Hels p/e
NASDAQ OMX 
Helsinki

No 
transformation

Average ratio of the stock price to 
the book value per share in OMX 
Helsinki.

Financial 
ratio

OMX Hels p/b
NASDAQ OMX 
Helsinki

No 
transformation

Average dividend yield in OMX 
Helsinki

Financial 
ratio

OMX Hels 
Dividend yield

NASDAQ OMX 
Helsinki

No 
transformation

Average ratio of the stock price to 
the book value per share in DAX

Financial 
ratio

DAX p/e Deutsche Börse
No 
transformation

Average ratio of the stock price to 
the book value per share in DAX.

Financial 
ratio

DAX p/b Deutsche Börse
No 
transformation

Average dividend yield in DAX
Financial 
ratio

DAX Dividend 
yield

Deutsche Börse
No 
transformation

Average ratio of the stock price to 
the book value per share in S&P 500

Financial 
ratio

SP500 p/e Standard and Poor’s
No 
transformation

Average ratio of the stock price to 
the book value per share in S&P 500

Financial 
ratio

SPX p/b Standard and Poor’s
No 
transformation

Average dividend yield in S&P 500
Financial 
ratio

SP500 Dividend 
yield

Standard and Poor’s
No 
transformation

The yield of Finland government 
bond with maturity of 10 years

Interest rate FI_10y Bloomberg Difference

The yield of Finland government 
bond with maturity of 5 years

Interest rate FI_5y Bloomberg Difference

The yield of Germany government 
bond with maturity of 12 months

Interest rate DE_1y Bloomberg Difference

The yield of Germany government 
bond with maturity of 5 years

Interest rate DE_5y Bloomberg Difference

The yield of Germany government 
bond with maturity of 7 years

Interest rate DE_7y Bloomberg Difference

The yield of Germany government 
bond with maturity of 10 years

Interest rate DE_10y Bloomberg Difference

The spread between German 10 year 
yield and 12 month yield

Interest rate DE 10y-1y Bloomberg
No 
transformation
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Variable Category Abbreviation Source Transformation

Implied volatility on Eurostoxx 50 
index options with a rolling 30 day 
expiry

Other
Eurostoxx 50 
volatility 

Deutsche Börse
No 
transformation

The price of oil (brent) Other OIL Deutsche Börse Log-difference

The price of euro in dollars Other EURUSD Deutsche Börse Difference

Finland Industrial Production 
Volume, MoM growth rate, SA

Real 
economy

Industrial 
production

Statistics Finland
No 
transformation

OMX Helsinki, price index Stock index OMX Hels
NASDAQ OMX 
Helsinki

Log-difference

OMX Helsinki Technology, price 
index

Stock index
OMX Hels 
Technology

NASDAQ OMX 
Helsinki

Log-difference

OMX Helsinki Utilities, price index Stock index
OMX Hels 
Utilities

NASDAQ OMX 
Helsinki

Log-difference

OMX Hels Industrials, price index Stock index
OMX Hels 
Industrials

NASDAQ OMX 
Helsinki

Log-difference

OMX Hels Telecommunication, 
price index

Stock index OMX Hels Telec
NASDAQ OMX 
Helsinki

Log-difference

OMX Helsinki Basic Materials, 
preice index

Stock index
OMX Hels Basic 
Matl

NASDAQ OMX 
Helsinki

Log-difference

OMX Helsinki Health Care, price 
index

Stock index
OMX Hels Hlth 
Care

NASDAQ OMX 
Helsinki

Log-difference

S&P 500, price index Stock index SP500 Standard and Poor’s Log-difference

DAX, price index Stock index DAX Deutsche Börse Log-difference
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The following figures plot all the (transformed) variables (solid lines) aggregated to a quarterly frequency together with 
quarterly GDP growth (dashed lines). All variables have been demeaned and divided by their standard deviations (in the 
figures) to make interpretation easier.

Figure A 1

30  

The following figures plot all the (transformed) variables (solid lines) aggregated to a quarterly 

frequency together with quarterly GDP growth (dashed lines). All variables have been 

demeaned and divided by their standard deviations (in the figures) to make interpretation easier. 

Figure A 1 
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Figure A 2

31  

Figure A 2 
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B

The following figures show the weighting schemes that are estimated using daily data from Q2/2002 to Q3/2019.

Figure B 1

32  

B 

The following figures show the weighting schemes that are estimated using daily data from 

Q2/2002 to Q3/2019. 

Figure B 1 
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Figure B 2

33  

Figure B 2 

 



9696

J F E A  1 / 2 0 2 1 O l l i - M a t t i  L a i n e  a n d  A n n i k a  L i n d b l a d

The following figures show the weighting schemes that are estimated using monthly data from Q2/2002 to Q3/2019.

Figure B 3

34  

The following figures show the weighting schemes that are estimated using monthly data from 

Q2/2002 to Q3/2019. 

Figure B 3 
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Figure B 4

35  

Figure B 4 
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The following figures show the coefficient estimates of the unrestricted model that is estimated using monthly data from 
Q2/2002 to Q3/2019.

Figure B 5

36  

The following figures show the coefficient estimates of the unrestricted model that is estimated 

using monthly data from Q2/2002 to Q3/2019. 

Figure B 5 
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Figure B 6

37  

Figure B 6 
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Figure B 7 reports standardised coefficient estimates for the quarterly models. The lines represent 95 per cent confidence 
intervals based on heteroscedasticity and autocorrelation robust standard errors.

Figure B 7 

38  

Figure B 7 reports standardised coefficient estimates for the quarterly models. The lines 

represent 95 per cent confidence intervals based on heteroscedasticity and autocorrelation 

robust standard errors. 

Figure B 7 
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C

The following figures show the weighting schemes that are estimated using monthly data from Q3/2002 to Q3/2019 as-
suming 5 lags.

Figure C 1

39  

C 

The following figures show the weighting schemes that are estimated using monthly data from 

Q3/2002 to Q3/2019 assuming 5 lags. 

Figure C 1 
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Figure C 2

40  

Figure C 2 
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D

The following figures show the weighting schemes that are estimated using monthly data from Q1/2003 to Q3/2019 as-
suming 11 lags.

Figure D 1

40  

Figure C 2 
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Figure D 2

41  

D 

The following figures show the weighting schemes that are estimated using monthly data from 

Q1/2003 to Q3/2019 assuming 11 lags. 

Figure D 1 
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E

Table E 1 replicates Table 1 excluding the out-of-sample forecast for the period Q2/2012. The forecast error in Q2/2012 
is clearly larger than at other times and is excluded here in order to control for the effect of this potential outlier.

Table E 1: Out-of-sample RMSEs of MIDAS regression models. The models are ordered based on the RMSEs of the quarter-
ly models. The abbreviations for the variables are explained in Appendix A. The RMSEs are calculated from a rolling window 
analysis, in which the first estimation sample is from Q2/2002 to Q4/2011 and the first out-of-sample forecast is Q1/2012. 
The out-of-sample forecast for the period Q2/2012 is excluded. Thus, the results are based on 30 out-of-sample observations.

Explanatory variable Quarterly Monthly Monthly
(unrestricted) Daily

SP500 p/e 0.42 0.47 0.49 0.45

OMX Hels p/e 0.53 0.56 0.64 0.55

DE 10y-1y 0.54 0.54 0.57 0.54

Industrial production 0.54 0.46 0.50 –

DE_10y 0.55 0.59 0.77 0.54

FI_10y 0.55 0.69 0.83 0.54

FI_5y 0.55 0.57 0.59 0.53

DAX Dividend yield 0.56 0.57 0.60 0.57

DAX p/e 0.56 0.56 0.78 0.56

DE_5y 0.56 0.60 0.60 0.55

DE_7y 0.56 0.62 0.71 0.55

OIL 0.56 0.56 0.56 0.62

HEX p/b 0.57 0.61 0.72 0.63

DE_1y 0.58 0.54 0.63 0.52

EURUSD 0.58 0.69 0.69 0.54

PC 0.59 0.58 0.58 0.65

SP500 p/b 0.59 0.63 0.74 0.63

OMX Hels Dividend yield 0.60 0.66 0.65 0.61

OMX Hels Telec 0.61 0.68 0.72 0.59

OMX Hels Industrials 0.62 0.60 0.61 0.58

OMX Hels Hlth Care 0.62 0.72 0.91 0.62

SPX Dividend yield 0.62 0.61 0.66 0.61

SP500 0.66 0.68 0.69 0.57

DAX p/b 0.67 0.62 0.79 0.73

Eurostoxx 50 volatility 0.67 0.65 0.67 0.67

OMX Hels Utilities 0.69 0.64 0.71 0.62

OMX Hels 0.72 0.71 0.80 0.58

OMX Hels Technology 0.72 0.71 0.86 0.61

DAX 0.79 0.75 0.82 0.59

OMX Hels Basic Matl 0.82 0.79 0.84 0.64
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Table E 2 is otherwise identical to Table 1, but the number of out-of-sample observations is increased from 31 to 40.

Table E 2: Out-of-sample RMSEs of MIDAS regression models. The models are ordered based on the RMSEs of the quarter-
ly models. The abbreviations for the variables are explained in Appendix A. The RMSEs are calculated from a rolling window 
analysis, in which the first estimation sample is from Q2/2002 to Q4/2011 and the first out-of-sample forecast is Q3/2009. 
Thus, the results are based on 40 out-of-sample observations.

Variable Quarterly Monthly Monthly (unrestricted) Daily

Industrial production 0.67 0.75 0.72 0.75

OMX Hels p/e 0.73 0.98 0.92 1.26

DAX p/e 0.75 0.76 0.97 0.76

OIL 0.75 0.75 0.81 0.75

DE_10y 0.76 0.95 1.06 0.74

FI_10y 0.76 0.99 1.14 0.85

HX6000PI 0.77 0.85 0.93 0.73

HX7000PI 0.77 0.81 0.85 0.74

DE 10y-1y 0.77 0.77 0.81 0.83

DE_5y 0.78 0.86 0.89 0.82

DE_7y 0.78 0.92 1.00 0.87

HX2000PI 0.78 0.78 0.83 0.76

HX4000PI 0.80 0.84 1.01 0.75

SP500 Dividend yield 0.82 0.80 0.90 0.81

SP500 p/e 0.82 0.74 1.01 0.88

FI_5y 0.83 0.86 0.91 0.90

DE_1y 0.84 0.83 0.90 0.76

HEX p/b 0.84 0.85 0.99 0.84

DAX Dividend yield 0.85 0.85 0.92 0.85

DAX p/b 0.86 0.80 1.03 0.88

EURUSD 0.89 0.97 1.04 0.74

OMX Hels 0.90 1.02 1.03 0.72

PC1 0.93 1.02 1.00 0.83

SP500 0.94 0.93 1.03 0.73

HX1000PI 0.95 0.94 1.07 0.77

OMX Hels Dividend yield 0.97 0.92 0.91 0.91

DAX 0.99 0.90 1.16 0.74

HX9000PI 0.99 0.96 1.22 0.83

Eurostoxx 50 volatility 1.00 0.83 1.02 1.06

SP500 p/b 1.07 1.09 1.19 1.07
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F

Table F 1 replicates Table 2 excluding the out-of-sample forecast for the period Q2/2012. The forecast error in Q2/2012 
is clearly larger than in other periods and is excluded here in order to control for the effect of this potential outlier. Com-
paring Table 2 to Table F 1 reveals that especially the RMSE of the industrial production driven model improves by the 
exclusion of Q2/2012. However, the average forecast using the financial ratios and industrial production still outperforms 
the industrial production driven forecast in a weakly statistically significant way when including two monthly lags and 
performs equally well when using more lags. Using only financial ratios for forecasting still produces competitive forecasts 
as well. 

Table F 1: RMSEs of MIDAS regression models. In the model using industrial production the only explanatory variable is 
the MoM growth rate of the volume of industrial production. In the PC model, the only explanatory variable is the first prin-
cipal component of the financial market variables (see Appendix A). ‘Average forecast’ is the simple average of all the financial 
variable based forecasts (forecasts produced using the financial market variables listed in Appendix A one at a time). ‘Average 
forecast based on financial ratios only’ is the average of the models in which the explanatory variable is the price-to-earnings 
ratio, the price-to-book ratio or the dividend yield. The RMSEs are calculated from a rolling window analysis, in which the 
first estimation sample is from Q1/2003 to Q4/2011 and the first out-of-sample forecast is Q1/2012. The out-of-sample forecast 
for the period Q2/2012 is excluded. Thus, the results are based on 30 out-of-sample observations. To test the statistical signi-
ficance of the RMSE differences between the forecast based on industrial production and the other forecasts, we use the 
Diebold-Mariano test assuming no heteroscedasticity or autocorrelation because the forecast horizon is zero. Asterisks *,* * 
and*** indicate statistical significance at the 10%, 5% and 1% levels, respectively.

  2 lags 5 lags 11 lags

Industrial production 0.56 0.39 0.42

PC 0.57 0.56 0.54

Average forecast 0.54 0.55* 0.55

Average forecast: financial ratios only 0.50 0.50 0.52

Average forecast: financial ratios only and industrial production   0.50* 0.39 0.42
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G

Figure G 1 shows the weighting schemes of industrial production that are estimated using monthly data from Q2/2002 
to Q3/2019 with 3, 5 and 11 lags.

Figure G 1
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G 

Figure G 1 shows the weighting schemes of industrial production that are estimated using 

monthly data from Q2/2002 to Q3/2019 with 3, 5 and 11 lags. 

 

Figure G 1 


