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Foreword:  
Journal of the Finnish Economic Association 1/2020.

We are very happy to provide the very first issue of the Journal of the Finnish Economic Association (JFEA). JFEA is a 
new peer-reviewed international journal published biannually by the Finnish Economic Association and it replaces the 
Finnish Economic Papers. The objective of JFEA is to provide a high-quality and fast peer-reviewed publication channel 
for applied economic papers, and facilitate communication of topical research results to the research community and 
policymakers. 

As the editors of JFEA, we welcome submissions in all fields of economics and closely related sciences with a special 
emphasis on policy-relevant applications. We are aware that many important and well-executed policy reports and research 
articles by both faculty and students are never published – perhaps due to lack of statistical significance of the results or 
perceived lack of novelty. This is often a loss for both academic and policy-making community. We hope to provide a 
platform that would be open also to such studies. Please keep us in mind for your and your students’ work. We particu-
larly encourage studies concerning economies and institutions of Nordic and neighboring countries. 

This first issue of JFEA consists of five articles. In the first article, Gilles Saint-Paul argues using a formal model of fiscal 
policy and empirical evidence, that it is rational for some social groups to support policies that are macroeconomically 
unsound. This happens if these groups are predictably likely to bear a lower fraction of the costs of the resulting eco-
nomic crisis, while benefitting from the short-run gains associated with the policies. In the second article, Helena Holm-
lund summarizes the methodological aspects and substantive findings from the Swedish compulsory school reform. She 
shows that it provided children from low socio-economic background with better opportunities in life, including higher 
level of education and earnings as well as reduced likelihood of committing crimes.

John Hassler summarizes his work on the economics of climate change in the third article of the issue. The key conclusion 
is that a global agreement on a (minimum) price on fossil carbon emission is necessary, sufficient and efficient solution 
to limiting climate change. In the fourth article, Jacob Lundberg and John Norell survey the quasi-experimental literature 
on the effects of taxes and benefits on labour force participation. They find strong evidence that individuals respond to 
incentives on the extensive margin of labour supply. In the fifth article of the first issue, Tuomas Takalo calibrates the 
switching costs for the Finnish retail deposit market and shows that they manifest large variation across the banks and 
time, and are high. 

Editors of JFEA,
Mika Kortelainen and Janne Tukiainen
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From Microeconomic Favoritism to Macroeconomic 
Populism

Gilles Saint-Paul1 
Paris School of Economics, ENS-PSL and NYU-AD

Abstract

Why would people support policies that are macroeconomically unsound, in that they are more likely to lead to such 
events as sovereign crises, balance of payments crises, and the like? This may arise if decisive voters are likely to bear a 
lower fraction of the costs of the crisis, while benefitting from the short-run gains associated with those policies, such as 
greater public expenditure or lower taxes.

I  first discuss an illustrative model based on Saint-Paul et al. (2017), based on the assumption that in a crisis, not every-
body can access his or her entitlement to publicly provided goods, a feature labelled “favoritism”. If the decisive voter is 
relatively favored in this rationing process, then people are more likely to  finance public expenditure by debt, the 
greater the degree of favoritism. Furthermore, favoritism and the likelihood of a crisis raises the level of public spending.

Next, I consider the choice between electing a “populist” who reneges on anonymity when allocating the public good, 
even in normal times, and a “technocrat” who sticks to anonymity, and does all it takes to balance the budget. I show that 
the support for the populist is greater, (i) the greater the likelihood of default, (ii) the more depressed the macroeco-
nomic environment, (iii) the greater the inherited level of public debt and (iv) the lower the state’s  fiscal capacity.

I then argue that the model helps understanding some episodes in French pension reform. Some occupational groups 
supported unsustainable reductions in the retirement age because they expected that other workers would bear a higher 
proportion of the burden of future adjustment.

Finally, using a panel of countries, I provide evidence in favor of some of the predictions of the model. As predicted, 
favoritism raises public debt, budget deficits, and public spending. It also raises the likelihood of a  fiscal crisis through 
its effect on public debt. Furthermore, “populists” are more likely to conquer power, the higher the degree of debt and 
budget deficits, and the higher the level of government spending – the latter  finding being consistent with the model’s 
prediction on the effect of  fiscal capacity.

Keywords: political economy,  fiscal crises, favoritism, entitlements, public debt, inequality, state capacity
JEL Classification: E620, F340, H120, H600, O110, P160
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1. Introduction

Why would people support policies that are macroeconomically unsound, in that they are more likely to lead to such 
events as sovereign crises, balance of payments crises, and the like? Dornbusch and Edwards (1991) have noted that such 
policies, which they label “macroeconomic populism”, are recurrent, in particular in Latin America, and typically end in 
severe crises and painful internal and external adjustment. Perhaps the popular support for such platforms is a result of 
irrationality or short-sightedness. But I want to argue that it is rational for some social groups to support those policies. 
This is because they are predictably likely to bear a lower fraction of the costs of the crisis, while benefitting from the 
short-run gains associated with the policies, such as greater public expenditure or lower taxes. We can think of a fiscal 
crisis as implying expenditure cuts and restricted access of citizens to their entitlements of publicly provided goods.2  This 
paper’s central insight is two-fold: First, favoritism is more likely to occur in a fiscal crisis than absent a crisis. That is, to 
the extent that a crisis involves the government reneging on its commitments to citizens, it is natural to assume that fa-
voritism and suspension of equal treatment are likely to arise, if only as the outcome of competition between people to 
access their entitlement to publicly provided goods. Second, and consequently, expectations of the burden of the crisis 
being allocated in an uneven way, generates an ex-ante political support in favor of fiscal indiscipline.

This mechanism sheds light on the insights of Dornbusch and Edwards. I show that greater favoritism favors higher 
public expenditure, debt financing, and raises the likelihood of fiscal crises. In other words, by pursuing unsound fiscal 
policies, the favored groups somehow “engineers” future crises. Thanks to crises, these favored groups manage to have 
their entitlements financed on average by the unfavored groups.

To illustrate these effects, I first discuss a short illustrative model based on Saint-Paul et al. (2017). All agents are entitled 
to consuming a certain level of a publicly provided good – that is, in normal times, public good provision is based on 
principles of equity and anonymity. In a crisis, however, budget cuts imply that not everybody can access his or her en-
titlement, and I assume that some groups are better than others at getting it. For this feature, called favoritism, to reduce 
the sustainability of fiscal policy, the decisive voter must be favored relative to the mean, a central assumption underlying 
my results. If this holds, I show that people are more likely to finance public expenditure by debt, the greater the degree 
of favoritism, the lower income inequality, and the greater the probability of a crisis. One can also show that favoritism 
and the likelihood of a crisis raises the level of public spending, which also goes up (as in the standard literature that fol-
lows from Meltzer and Richard (1981)) with income inequality.

I also tackle the issue of favoritism arising endogenously as the outcome of collective choice. I consider the choice between 
electing a “populist” who reneges on anonymity when allocating the public good, even in normal times, and a “technocrat” 
who sticks to anonymity, and does all it takes to balance the budget so as to ensure that as many citizens as possible can 
access their entitlement – thus the technocrat will restrict access to public goods only if there is a fiscal crisis, and will do 
so by implementing random rationing. I show that the support for the populist is greater, the greater the likelihood of a 
crisis. This means in particular that populists are more likely to conquer power (i) the greater the likelihood of default, 
(ii) the more depressed the macroeconomic environment, (iii) the greater the inherited level of public debt and (iv) the 
lower the state’s fiscal capacity. Somehow, there is a connection between populism in a sense often used by the popular 
mainstream press – a populist party favors some groups at the expense of others – and macroeconomic populism in the 
Dornbusch and Edwards sense.  3

I then provide empirical evidence supporting the theory. I first discuss a case study, that of French pension reform, and 
show how it can be interpreted in light of the model: That is, civil servants and wage earners covered by specific pension 
regimes supported unsustainable reductions in the retirement age because they had good reasons to believe that other 
workers would bear a higher proportion of the burden of future pension reforms. I then provide evidence based on a 

2 However, as briefly discussed below, favoritism also potentially arises when one consider tax hikes, although the definition of a fiscal crises used here 
assumes such tax hikes to be impossible.

3 Both definitions differ from that of Acemoglu et al. (2013), who consider populism as a left-wing phenomenon. 
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panel of countries. I match four datasets: the IMF’s World Economic Outlook for macro indicators, the Institutional 
Profiles Database (IPD) for indicators of favoritism at the micro/institutional level, the Database of Political Institutions 
(DPI) for indicators of party ideology, and the CRAG-Bank of Canada database of sovereign defaults to get proxies for 
fiscal crises. Based on an IPD indicator of equality of treatment, I show that favoritism raises public debt, budget deficits, 
and public spending, as predicted by the theory. Favoritism raises the likelihood of a fiscal crisis through its effect on 
public debt. Finally, to test for the effects on collective choices, I define a “populist” party as either nationalist, regional, 
rural or religious. This definition can be criticized but, based on the indicators available in DPI, comes closest to a mea-
sure of whether a party favors some groups (defined by non-economic characteristics) at the expense of others. I then 
show that populists are more likely to conquer power, the higher the degree of debt and budget deficits, and the higher 
the level of government spending. The two first findings are consistent with the model’s predictions. The last one may 
capture other mechanisms, but is also consistent with my predictions if interpreted as the effect of fiscal capacity.

The present paper contributes to the literature on the effect of institutions on the performance of macroeconomic policy. 
In contrast to the work of e.g. Persson et al. (2000) or Cukierman (2003), the focus here is not on the role of formal in-
stitutions such as political constitutions or the status of the Central Bank, but on the more informal one of favoritism.

Before proceeding to the analysis, it is useful to discuss the different forms of favoritism.

2. Forms of favoritism

We can enumerate a number of mechanisms by which favoritism would arise, especially so in a crisis. We may distinguish 
between explicit and implicit favoritism.

2.1 Explicit favoritism

 A most salient form of explicit favoritism is ethnic discrimination. Hitler’s Nuremberg laws, for instance, included 
provisions for expropriating Jews. They were deprived of their nationality, right to vote, and access to many profes-
sions. They were also banned from using public goods; for example, Jewish children were excluded from public 
schools in Berlin in 1937; they were banned from owning a car (thus using public infrastructures) or having a driver’s 
license in 1938. 4  Historically, many governments have regularly struck the Jewish community with discretionary tax 
levies, especially in times of fiscal crises .5 In modern democracies, anonymity and equity prevail in principle, but 
ethnic favoritism may arise in an opaque way as an outcome of identity politics (recall the controversy in the US about 
the Community Reinvestment Act) .6

 While nationality and ethnicity are obvious criteria, the frontier between favored groups and disadvantaged ones may 
obey other criteria, such as for example occupational ones. The example of French pensions discussed below shows 
that civil servants have enjoyed preferential statutory treatment in the pension reforms, and still enjoy better terms 
that are indirectly financed by other occupational groups. It is useful to interpret such discrepancies as an outcome 
of differences in bargaining power between civil servants and private sector employees that lead to the latter bearing 
most of the burden of adjustment in a fiscal consolidation, much in the fashion of Alesina and Drazen (1991). 

4 A concise account of those laws can be found at http://alphahistory.com/holocaust/anti-jewish-laws/

5 See for example Gerber, 1980.

6 See Banerjee and Pande (2007) for an analysis of how ethnic preferences in political parties may lead to a reduction in the quality of elected officials, in 
particular in the dimension of corruption. See also Franck and Rainier (2012) on ethnicity and Grim and Finke (2006) on religion.

http://alphahistory.com/holocaust/anti-jewish-laws/
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 A natural source of explicit favoritism is the one associated with income and embedded in the progressivity of the tax 
system. The more progressive this system, the more people expect adjustment to fall upon a small set of people – the 
richest – to the extent that adjustment involves tax hikes. 7 As shown by Ferrière (2015) both empirically and theo-
retically, more progressive tax systems raise the political support for and level of public debt which in turn makes 
default more likely. The theory outlined here focuses on differences in access to publicly provided goods that are not 
due to income.

2.2 Implicit favoritism

 A natural source of favoritism is corruption. 8  0ne may consider corruption as a perfectly competitive market: any pub-
licly provided good (say a driving license) can be obtained by any citizen at the going market bribe. In such a situation 
favoritism arises only insofar that there is an income effect: the rich’s willingness to pay for the good being higher than 
the poor’s. If one considers, on the other hand, that some individuals are more corrupt than others, then more corrupt 
citizens lose less from restricted access to publicly provided goods in a crisis, since they are disproportionately likely to 
be granted their entitlement by paying bribes. Also, on the supply side, more corrupt officials may also benefit from a 
fiscal crisis to the extent that tighter rationing may help them raise the bribes they charge.

 Similarly, differential access to tax evasion in the case of a tax hike may provide a mechanism for favoritism to operate. 9 
Clearly, groups who have better access to tax evasion, when expecting that crises would lead to tax increases, are less 
likely to oppose macroeconomic populism. This may have some relevance in explaining the policies that led to the Greek 
sovereign crisis, for example.

 Another source of inequities in access to publicly provided goods is the role of social networks, in particular in con-
veying information about procedures and opportunities. For example, a news piece by Le Boucher (2010) reports 
that the growing intricacies of the system to attend the elite grandes écoles in France favors insiders, i.e. in particular 
people whose relatives work at the ministry of education.10

 I now formally discuss the consequences of favoritism for the political economy of spending, indebtedness, and crises.

7 This mechanism is absent from our theoretical analysis below, because by definitions crises occur when the government has exhausted its fiscal capacity 
and is only left with the option of reneging on its commitments over publicly provided goods.

8 See Olken and Pande (2012) for a survey on the measurement of various forms of corruption.

9 Gerber (1980) discusses how some members of the jewish community in Morocco could bribe officials to escape tax levies, which in turn undermined the 
community’s ability to resist such hikes.

10  Saint-Paul (2014) discusses a model where social connections gives one an edge in accessing rationed goods (such as public housing), so that policies of 
price controls that lead to such rationing are likely to be supported by people well endowed in social connections, despite that such policies are inefficient. 
Afonso et al. (2015) document the role of clientelism in the adjustment to the Greek fiscal crisis. See Robinson and Verdier (2013), for an analysis of clien-
telism.
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3. A model

In this section I sketch a formal model of fiscal policy under favoritism. I use it to analyze basic intuitions-the reader can 
refer to Saint-Paul et al. (2017) for a related model with formal results.11

My key assumptions are the following:

• Society precommits on an “entitlement” level of the publicly provided good, denoted by G. This means that any in-
dividual is entitled to consume G. For example, any person may have the right to use the local public library, to a 
certain number of years of education, to access day care, and so forth. However, the government can deny access to 
some individuals, which may be picked more or less randomly, but that is costly. This default on the government’s 
commitment to the people may occur because a fiscal crisis may force a cut in expenditures, or, as discussed below, 
as an outcome of collective choice, in particular due to a ‘populist’ government allocating public spending in a dis-
criminatory fashion.

• Society is partitioned into groups, indexed by a parameter 
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to their entitlement. This access is summarized by a function 
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 is the aggregate 
probability of getting one’s entitlement; that is, 

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



, where G is the entitlement level and Ĝ the actual spending 
on publicly provided goods. Assuming that there is a continuum of groups with 
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we must have that

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



 It is natural to assume that no group becomes better-off in accessing the public good if it becomes harder to get on 
average, that is,

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



 

 The assumption that access is easier for more highly ranked groups reads as
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 A special case is random rationing, i.e. 

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



. In such a case every group has the same access to the 
publicly provided good. Otherwise, the process for allocating the public good is discriminatory over some range, 
implying from (1) that 
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• As in Meltzer and Richard (1981), the publicly provided good has a redistributive dimension. In each group there 
are rich and poor people. Aggregate GDP is denoted by 
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of a rich is 
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. For this to be consistent, the proportion of rich people in the population, θ, must 
be such that 
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11 Relative to that paper, the model presented here has a more flexible representation of favoritism and allows to analyze the interplay between favoritism 
and fiscal and economic condition when choosing between “populist” and “non-populist” parties. On the other hand, it delivers fewer clear-cut predictions.
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• Taxes are proportional to income. Let 
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 Fiscal policy will be determined by a political equilib-
rium as in Meltzer and Richard. In this paper I do not prove any results regarding such an equilibrium. Instead I 
simply assume that there exists a decisive voter who is poor and belongs to some group 
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• Public spending may be financed by taxes or debt. I introduce debt as follows: Public debt is determined prior to the 
realization of the shock 

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



 and is used to finance a proportional tax credit. Therefore, denoting the debt level by 

             

               

                

               

 

 
 

  


           

           

            

            

          

            

  

             
           

           

               

              

           

    

           
             

    

 

   




     

 
 



       

            



, 
each poor gets a credit equal to 

             

               

                

               

 

 
 

  


           

           

            

            

          

            

  

             
           

           

               

              

           

    

           
             

    

 

   




     

 
 



       

            



and each rich gets a credit equal to 

             

               

                

               

 

 
 

  


           

           

            

            

          

            

  

             
           

           

               

              

           

    

           
             

    

 

   




     

 
 



       

            



 I normalize the interest on debt to zero, 
so that the total tax receipts that are needed to finance the government’s commitments simply equal 

             

               

                

               

 

 
 

  


           

           

            

            

          

            

  

             
           

           

               

              

           

    

           
             

    

 

   




     

 
 



       

            



• A fiscal crisis may occur under poor macroeconomic conditions. I assume a maximum possible tax rate denoted by 

             

               

                

               

 

 
 

  


           

           

            

            

          

            

  

             
           

           

               

              

           

    

           
             

    

 

   




     

 
 



       

            



, and referred to below as fiscal capacity. More specifically,
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 and all agents get their entitlement level 
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 Furthermore, such rationing is costly. I assume 
it entails a disutility loss incurred by all agents and equal to
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. This makes it potentially valuable for the 
decisive poor to issue debt at the cost of raising the likelihood of a crisis. I denote by 

 

 
 




    

     

             

          

        

   

           

           

             

   





    

         

        

            

   

                

    

       

                

                

   

          
 


    

            

             



 the probabil-
ity of a crisis.

• The utility of any given individual is given by
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 From there it is easy to see that absent a crisis, the utility of a poor of any group is equal to

 

 
 




    

     

             

          

        

   

           

           

             

   





    

         

        

            

   

                

    

       

                

                

   

          
 


    

            

             



12 Again, see Saint-Paul et al. (2017) for a formal characterization of the equilibrium.
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 In particular, it does not depend on 

             

               

                

               

 

 
 

  


           

           

            

            

          

            

  

             
           

           

               

              

           

    

           
             

    

 

   




     

 
 



       

            



 : one euro of tax credit is paid back as one extra euro of tax liability. On the 
other hand, if there is a crisis, this utility is equal to
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, the debt level. I assume that these two quantities are de-
cided by the decisive voter, who is poor and of type               
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 We want to analyze how favoritism affects fiscal discipline, i.e. how it affects the equilibrium values of 
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. For 
this we can simply look at the marginal utility to the decisive voter of raising 
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 Let us start with the incentives to issue debt, for any given 

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



. Clearly, we have that

              

      

     



 





      

 


    






 




   

            

               

          

             

  

  
 






 

 


   




             

           

             

           

          

              

             

     

             

                  

              

              

          

             

             

           



 All the terms in this expression come from states of fiscal crisis. This is because absent a crisis, Ricardian equivalence 
holds: an extra euro of tax credit financed by debt is simply matched by an extra euro of taxes. In a crisis, raising 
taxes is impossible because they are constrained by fiscal capacity. Therefore, the individual experiences a gain from 
the tax credit (the 
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To this cost should be added the distortionary effects of rationing (the 
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 Let us now discuss how the choice of debt is affected by favoritism. We start from the benchmark case of no favorit-
ism; then 
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 Absent favoritism, the decisive poor 
always loses from increasing debt. This is because in a crisis, a dollar of additional government liability is matched by 
a dollar of reduced expenditure. Since the poor only pay 

 

 
 




    

     

             

          

        

   

           

           

             

   





    

         

        

            

   

                

    

       

                

                

   

          
 


    

            

             



 dollars per dollar of extra taxes, their monetary gain from 
the increased debt is lower than the monetary value of their reduced consumption of the public good; and these 
losses are compounded by the distortions induced by rationing. Under proportional rationing, then, the decisive 
voter is averse to debt; more so, the greater the probability of a crisis 
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 What happens, now, if the decisive voter is favored “at the margin” in accessing his entitlement? This means that his 
probability of being served, 
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 is small. Intuitively, this will 
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 is among the groups that are “served first”, while other groups would bear most of the adjust-
ment burden. Clearly, then, 
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, i.e. the more the decisive group is pro-
tected from the burden of adjustment. The above formula also implies that the propensity to issue debt is larger, the 
larger 
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voting for a tax credit in exchange for rationing 

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



 in times of crises. Since it is in crisis times that the gains are in-
curred, they are greater, the more likely the crisis is.
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 Let us now turn to the determination of 
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 tells us that absent a crisis, there is a net gain to the poor from raising 
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 euros per euro spent. This is the standard Meltzer and Richard effect. The second term tells us that 
the marginal gain from increasing 
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deducts the distortionary cost induced by the additional rationing, 
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. To the extent that the decisive group is favored, 
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, more so, the more favored the group (Note that 

            

             

              

                 

                

           

         

                  
              

            

            

              

           

           

  

            

          

           

         

       


           

            

           

           

          

          

          

           

            



). Altogether, this 
discussion implies that society will choose a greater entitlement level, the greater inequality, and the greater favoritism. 
Furthermore, if favoritism is very large, one will have that 
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up with the crisis probability A. On the other hand, if favoritism is not too strong, G will fall with the probability of 
crisis 
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 At this stage, it is useful to summarize the predictions of this section:

 • For a given level of favoritism, debt will be higher, (i) the greater the probability of a crisis, (ii) the lower the inequal-
ity between the politically decisive voter and the average one. Furthermore, debt goes up with the degree of favo-
ritism.

 • For a given level of favoritism, public spending goes up with inequality. Furthermore, public spending goes up with 
the degree of favoritism. Finally, a rise in the crisis probability raises public spending if favoritism is very large, but 
reduces it if it is moderate.

 3.1 Endogenizing favoritism: the populist as a discriminator

 So far, the discussion has assumed that favoritism is a structural property of the society under study. In reality, favor-
itism may be the outcome of collective choices – indeed, all political parties represent the interests of some specific 
groups of people. Indeed, much of the debate about populism, and many of the arguments of the so-called populist 
politicians, center around whether national citizens should have a better access to publicly provided goods than non-
nationals. This example shows that people can choose some degree of discrimination by electing a populist or not, 
even though nationality or ethnicity are only one set of attributes along which one may discriminate.

 The preceding section highlights the potential benefits of voting for a populist: his policies will grant privileged access 
to the favoured groups in a crisis. In this section I analyze the incentives for putting a populist in power. I assume 
people can choose between two kinds of politicians: a technocrat and a populist.

13 We ignore any resource cost of G, for simplicity. Of course, actual spending GA has a resource cost and must be financed by taxes; but G is the nominal 
entitlement level of citizens to the publicly provided good; it is a social contract, not an actual production activity.
See Saint-Paul et al (2017) for a full analysis which embodies a convex resource cost for G and a complete characterization of the political equilibrium.
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 3.1.1 The technocrat

 The technocrat does whatever it takes to balance the budget while providing the entitlement level 
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 3.1.2 The populist

 The populist favors a specific group, denoted by 
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i.e. with access probability 
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 is set the populist may 
elect to ration access to the public good, even though there exists a feasible tax rate which guarantees universal access. 
If fiscal capacity is not binding, then 
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. This is because rationing 
allows to reduce taxes, which favors group 
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 3.1.3 Choosing between the technocrat and the populist

 I now discuss who gains and who loses from populism, depending on the current state of the economy, and condi-
tional on the preset values of 
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 and distinguish between three possible 
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 • Normal times, where neither a technocrat nor a populist would be constrained by fiscal capacity, which occurs if

       

            

             

              



           
      

   




          
          

     

  


  

 




           
   

 
  




          

     


 

             

       

         

           

       

         



 • Crisis, where the technocrat would be constrained by fiscal capacity and would have to implement rationing, 
while the populist can pursue his unconstrained policy. This occurs if
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 In a supercrisis, both the technocrat and the populist implement the same rationing level, 
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 I now compute the set of people who gain and lose from the populist being in power, for each of those environments.

 Preferences for populism: Normal times  In normal times, the utility of group 
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 Not surprisingly, those who support the populist are those whose rank is above some critical 
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, meaning that when inequality is lower, the 
poor benefit more from the tax cuts implemented by the populist, which increases the support for the latter.
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 is unchanged, and 
supporters of the populist are now ranked above some critical 
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 From this formula, we can establish the following predictions:

 First, as long as 

             

            

      

       

     

         

           

              

          

            

     

              

     

               

                
            

        

      

  








    




 

        

          
      

             

           

           

               

   

          



.14  This means that the support for the populist is larger in times of crisis than 
in normal times. The technocrat somehow loses his comparative advantage in times of crisis, because he is forced to 
implement rationing, which the populist does anyway. As the marginal voter in normal times 

             

            

      

       

     

         

           

              

          

            

     

              

     

               

                
            

        

      

  








    




 

        

          
      

             

           

           

               

   

          



 is relatively favored, 
in crisis times he switches to the populist who offers a better access to his entitlement, given that such access is ra-
tioned.

 Second, 

            

            

    

             

             

            

             

           

              

            

           

            

            

  

            

              

           

            

     

          

         

        

 


 


   

           

          

 


 


 



 




           

             



 An increase in the stock of debt raises the support for the populist. This is because the 
greater the stock of debt, the greater the degree of rationing that the technocrat implements in a crisis. As seen above, 
this harms the poor because, through debt, they only get 

 

 
 




    

     

             

          

        

   

           

           

             

   





    

         

        

            

   

                

    

       

                

                

   

          
 


    

            

             



 euros of tax rebate per euro in average reduction of their 
public good consumption. In contrast, the stock of debt has no effect on the populist's choice for 

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



, because he is 
not constrained by fiscal capacity. Thanks to his choice of rationing people, the populist has a greater fiscal margin 

14 From (4), 
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of maneuver, and raises taxes when debt goes up, leaving 
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 unchanged, which is a better adjustment 
strategy for the poor than what the technocrat does, i.e. reducing 
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 Third, the support for the populist is greater, the more severe the crisis (the lower 

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



) and the lower the state’s fiscal 
capacity (the lower 

             

               

                

               

 

 
 

  


           

           

            

            

          

            

  

             
           

           

               

              

           

    

           
             

    

 

   




     

 
 



       

            



). In both cases, the technocrat is constrained to increase the extent of rationing by reducing  

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



, while the populist raises 

             

               

                

               

 

 
 

  


           

           

            

            

          

            

  

             
           

           

               

              

           

    

           
             

    

 

   




     

 
 



       

            



 while maintaining the same degree of access to the publicly provided good.

 Supercrisis   In a supercrisis, both politicians are constrained by fiscal capacity. As a result, (3) has to be replaced 
with
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 Comparing (7) with (5), we find that people support the populist provided their rank is higher than 
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 This formula is simple to understand. In a supercrisis, both the populist and the technocrat will spend the same 
amount on the public good, 

          

             

           

        



           
             

             

          

             

          

           

 



    

           

            

   

          

 

    

               
           

         

                

   

            
          

           



 

 

 
 




    

     

             

          

        

   

           

           

             

   





    

         

        

            

   

                

    

       

                

                

   

          
 


    

            

             



            
           

             

                

           

    

   




  
 



               

             

           

               





  




            

            

     


            


 

              

         

         

           

            

          

            

            

        

               
 

  



 Hence, they implement the same degree of rationing, which induces the 
same distortions. Under a technocrat each group is served its entitlement with the same probability 
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Under a populist, group 
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 favors the populist if and only if it has a 
greater than average probability of being served under the populist, which is equivalent to 

           
           

             

                

           

    

   




  
 



               

             

           

               





  




            

            

     


            


 

              

         

         

           

            

          

            

            

        

               
 

  



 We also note that
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 This quantity is positive iff 

           
           

             

                

           

    

   




  
 



               

             

           

               





  




            

            

     


            


 

              

         

         

           

            

          

            

            

        

               
 

  



, i.e. if the pivotal group is marginally favored. If that is true, 
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falls, implying that the support for the populist will go up, the smaller the government’s “fiscal space”, i.e. the 
smaller 
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. Also note that 

           
           

             

                

           

    

   




  
 



               

             

           

               





  




            

            

     


            


 

              

         

         

           

            

          

            

            

        

               
 

  



. By continuity, 
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 not too small. Furthermore, if in addirtion the RHS of (8) is always nonnegative for 

           
           

             

                

           

    

   




  
 



               

             

           

               





  




            

            

     


            


 

              

         

         

           

            

          

            

            

        

               
 

  



, then since 

           
           

             

                

           

    

   




  
 



               

             

           

               





  




            

            

     


            


 

              

         

         

           

            

          

            

            

        

               
 

  



 
one has that 
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 i.e. in any supercrisis. We can conclude that in a supercrisis, as in a 
crisis, the support for populism is typically larger than in normal times. 15

 To summarize, this section has studied the endogenous political choice between a technocrat and a populist. Key 
results are summarized as follows:

 • The support for a populist government as opposed to a technocratic one, is larger, the greater the required degree of 
adjustment. This means that it is larger in crises than in normal times, and typically larger, the higher the inherited 
level of public debt, the lower the state's fiscal capacity, and the more adverse current macroeconomic conditions are.

15 However, the opposite case is not entirely ruled out for severe supercrises if 
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1313

J o u r n a l  o f  t h e  F i n n i s h  E c o n o m i c  A s s o c i a t i o n  1 / 2 0 2 0 G i l l e s  S a i n t - P a u l

4. Empirical evidence

I now provide some empirical evidence, based on two different approaches.

First I discuss the recent history of French pension reforms. I argue it highlights the mechanisms analyzed above. Es-
sentially, supporters of unsustainable reductions in the retirement age had good reasons to anticipate that subsequent 
adjustments were likely to hit other social groups proportionally more.

Second, I provide evidence across a panel of countries that supports the above predictions. Unequal treatment from 
administrations is more likely to generate high debt, high public expenditures, and high deficits, as well as (indirectly 
through debt) sovereign default. Also, I study the determinants of populism in government and show that, consistent with 
the predictions in Section 3.1, adverse fiscal conditions such as high public debt, high deficits and low fiscal capacity are 
more likely to lead to a populist government. On the other hand, there is no robust evidence that adverse macroeco-
nomic conditions have any effect on the likelihood of populism.

4.1 The French pension reform saga

 While the French general government budget has never encountered a formal fiscal crisis which has led to cut in 
entitlements, the pension system traditionally has its own separate budget and its financial difficulties and the reforms 
that they have triggered do illustrate the mechanisms highlighted by the model.

 In 1981, the left-wing Mitterrand administration was elected. A notable characteristic of the French left is that it is 
disproportionately supported by civil servants. The following Table, taken from Roubaud (1999), depicts the evolu-
tion of the vote for the main two French left-wing parties of the time, the Communists and the Socialists, for public 
vs. private sector employees. We see that civil servants vote for these parties much more than private sector employ-
ees; the difference is 10 to 15 points.

 A key point in Mitterrand’s electoral platform was the reduction in the retirement age from 65 to 60. This reform was 
implemented despite demographic projections that indicated such a measure was financially unsustainable in the long 
run, as pointed out by the 1991 Livre Blanc (white paper).16  Another important feature of the French public pension 
system, is that it is split in different régimes. This means that workers are treated differently by the pension system 
depending on their industry, occupation, or type of labor contract. For example, civil servants are part of a different 
régime from private sector employees, while many publicly owned companies (in particular EDF, SNCF, RATP and 
the Banque de France) have their own regimes, called régimes speciaux. Regimes differ from each other in terms of 
(i) the age at which people may retire, (ii) the number of years of contribution necessary in order to retire, and (iii) 
the amount of the pension, in relation to the total amount that has been contributed. Given their entitlements, dif-

16 See French Office of the Prime Minister (1991).

Table 1: Percent vote for the French Communist Party (PC) and the French Socialist Party (PS) in parliamentary 
elections. 

1973 1978 1986 1993 1997

PC PS PC PS PC PS PC PS PC PS

Private 13.3 23.3 18.4 21.7 7.1 38.6   7.1 25.8   9.1 23.6

Public 18.3 32 23.2 28 9.3 46.9 10.1 32.5 11.4 30.4

Source: Roubaud (1999).
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ferent regimes have different financing needs, and restoring fiscal balance is likely to involve cross-subsidies. Absent 
such cross-subsidies, some regimes would have to levy very large taxes upon their active members in order to fulfil 
their commitments to their pensioners. These inequities reflect the respective bargaining strength of the different 
social groups involved in the pension game. Publicly owned companies typically are strongly organized by the major 
labor union CGT, while this is less so for civil servants, and even less so for private sector employees, whose unioniza-
tion rate is about half that of their public sector counterparts.17  While this balance of power implies that some groups 
are favored on average (i.e. have a higher value of 

 

 
 




    

     

             

          

        

   

           

           

             

   





    

         

        

            

   

                

    

       

                

                

   

          
 


    

            

             



 in terms of the above model), it is also likely that they will be 
favored at the margin when the inevitable fiscal consolidation of the pension system is implemented (i.e. have a 
lower value of 

              

      

     



 





      

 


    






 




   

            

               

          

             

  

  
 






 

 


   




             

           

             

           

          

              

             

     

             

                  

              

              

          

             

             

           



). According to my analysis, these groups are more likely to favor unsustainable increases in the 
generosity of the system, as was the case for civil servants who supported Mitterrand in 1981 to a greater extent than 
private sector employees.

 The first attempt to balance the accounts of the pension system came with the 1993 “Balladur” reform. While it did 
not formally overturn the reduction in the retirement age, it did make this entitlement much more difficult to obtain 
for a fraction of the population, namely private sector wage earners.18 While having reached the retirement age is one 
necessary condition for becoming a pensioner, there is another one having to do with the duration of contributions. 
The 1993 reform raised the duration of contributions from 37.5 years to 40 years for private sector employees only, 
thus making it less likely that they be able to effectively retire at 60. In the public sector, the 37.5 year rule was left 
untouched. It took 10 more years for a subsequent reform, the 2003 “Fillon” reform, to align the required duration 
of contributions of the public sector to that of the private sector. The Balladur reform also toughened the conditions 
for retirement for private pensioners only in other dimensions: private sector pensions were now based on the average 
wage earned over the 25 best years, instead of the 10 best years,19 they were indexed on the CPI instead of the average 
wage (in times of productivity growth, the latter grows faster than the former).

 Not surprisingly, as illustrated on Table 2, the reform curbed expenditures on the régime général, while expenditures 
on the régime for civil servants continued to grow at a higher rate.

 It is highly plausible that the right-wing Balladur administration shied away from a reform of public pensions because 
of the superior ability of public employees’ unions to organize in order to block a reform20 – as was painfully experi-
enced by his successor Juppé, who had to withdraw a proposal for reforming the régimes spéciaux in the face of vio-
lent protests. In turn, consistently with the model, it was rational for public sector employees to support Mitterrand 

17 See DARES (2016).
18 See Observatoire des Retraites (2009).
19 As of today, the civil servant’s pensions is based on the last 6 months of wages, reflecting their highest level throughout their career, due to seniority.
20 Given its ideological positioning, it is natural, as far as the pension issue is concerned, to interpret the right-wing government of Balladur as a “Technocrat” 
and Mitterand as a “Populist”. However we do observe that under pressure from the unions, Balladur failed to act as a technocrat and instead implemented 
a reform which increased inequities, at the expense of his own constituency.

Table 2: Growth rate of expenditures on the three main regimes, 2000–2002. 

Regime Growth (%), 2000–2002

Private  6.2

Central government  7.5

Local government  13.5

Source: Conseil d’Orientation des Retraites (2004).
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in the 1981 election, despite overwhelming evidence that the reduction in the retirement age was fiscally unsustainable; 
the civil servants knew that because of their greater clout in resisting reforms, any adjustment was likely to fall pre-
dominantly on private sector employees, who ended up effectively subsidizing the civil servants’ superior entitlement.

4.2 Evidence from a panel of countries

 I now provide some more formal statistical evidence in favor of this paper’s key hypotheses.

 My most central argument is that lack of equal treatment of citizens by the administration is likely to deliver fiscal 
indiscipline at the macroeconomic level. To test for this hypothesis, I use the institutional profiles database (IPD). It 
includes a large number of indicators of institutional quality across countries, in particular with respect to equality 
of treatment of citizens by the state. 21  Furthermore, the IPD survey is conducted every four years, implying that these 
indicators can be organized in a panel. In practice, the number of countries is quite small before 2012, so that I con-
struct a panel with only two time observations by matching the 2012 and 2016 waves of IPD-the fixed effects estimates 
reported below are in effect difference-in-differences estimates. These two waves contain data on some 300 institu-
tional indicators for 144 countries. For all these indicators, a higher number indicates better institutions. Therefore, 
for example, a country is better at collecting taxes, the higher its fiscal capacity indicators, and less corrupt, the 
higher its corruption indicators. One should keep this in mind when reading the estimates below.

 I use five indicators to proxy for favoritism:

 • Equality of treatment (A1032), which measures “equality of treatment of citizens in their relationship with the 
administration”.

 • “de facto equality of treatment of citizens by the public service” in the four specific areas of schooling (A9040), 
health (A9041), formalities (A9042) and access to public jobs (A9043).

 For these indicators, I estimate their effect on a macro fiscal performance measure, controlling for time and country 
fixed effects, GDP per capita, as well as three IPD-based composite indicators of institutional quality that are likely 
to affect aggregate fiscal discipline:

 • A measure of fiscal capacity, constructed as the first principal component of the following IPD fiscal efficiency 
indicators: state efficiency in collecting corporate taxes (A3030), income taxes (A3031), and taxes across the ter-
ritory (A3032).

 • A measure of conflict, constructed as the first principal component of the following IPD conflict indicators: 
ethnic/religious/regional (A2020), social (A2021), rural land (A2022), urban land (A2023), plus two measures of 
violent activities related to political organizations (A2040) and criminal organizations (A2041).

 • A measure of corruption, equal to the first principal component of the IPD corruption indicators for small cor-
ruption (A3020), political corruption (A3021), corruption between administration and local firms (A3022) and 
corruption between administration and foreign firms (A3023). Arguably, this control variable can be interpreted 
as another measure of favoritism.

 The macroeconomic variables are borrowed from the IMF’s World Economic Outlook Data.

21 See https://www.tresor.economie.gouv.fr/Articles/2018/05/03/tresor-economics-no-221-institutions-and-development-insights-from-the-institutional-
profiles-database-ipd
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4.2.1  The effect of favoritism on debt

 I first look at the effect of favoritism on the level of public debt.

 

 Table 3 estimates the effect of equality of treatment on the ratio between gross public debt and GDP. For the main 
indicator A1032, in most specifications the effect is strongly significant with the expected sign: better equality of 
treatment reduces the debt/GDP ratio. The coefficients are virtually unchanged when one varies the set of controls. 
Note also that higher fiscal capacity has a positive effect on debt, suggesting it actually makes it easier for governments 
to borrow, in contrast to what one might believe based on the naive view that debt is an alternative to taxation. Cor-
ruption also raises debt levels in all specifications, consistent with our analysis if one is willing to interpret it as a form 
of favoritism. Finally conflict typically raises public debt (since a higher level of that variable indicates less conflict), 
in accordance with theories of divided government, 22  although the coefficient becomes essentially zero when corrup-
tion is controlled for.

 In the Appendix I replace the favoritism measure by alternative ones, including all controls as in the last line of Table 
3. The results are qualitatively identical when instead of equality of treatment A1032, I use either equality of access 
to public jobs (A9043) or of access to the administration (A9042). For the two other indicators – access to schooling 
and access to health – the coefficient on equality has the right sign but is not significant .23

22 Tabellini and Alesina (1990), Persson and Svensson (1989).
23 On the other hand, the coefficients on fiscal capacity and corruption have the same sign as in the last line of Table 3 and are significant – See Table A1.

Table 3: Effect of equality of treatment on public debt

Controls Equality of treatment

Fiscal capacity Conflict Corruption A1032

-2.7*

-1.6*** -3.2**

1.4 -2.0

1.4 -1.6*** -2.3*** -4.3***

0.1 -2.6*

-2.3*** -4.2***

1.9* 2.6*** -3.7**

1.9* 0.07 -2.7*** -3.6**

Dependent variable: Gross public debt relative to GDP. All regressions control for time and country fixed effects as well as GDP per capita in con- 
stant PPP terms.*** = significant at the 1% level; ** = significant at the 5% level; * = significant at the 10% level.
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4.2.2  The effect of favoritism on budget deficits

 Alternatively, we can use net primary government lending as a fraction of GDP as a measure of fiscal discipline. The 
results (Table 4) essentially confirm those of Table 3. Equality of treatment A1032 has a significant positive effect on 
the primary budget surplus. Both conflict and corruption have a positive sign, meaning that more conflict and more 
corruption are conducive to budget deficits.

 On the other hand, none of the specific indicators A9040-A9043 has any significant effect, although they all have the 
predicted positive sign (See Appendix).

 

 

4.2.3  The effect of favoritism on public spending

 Another prediction is that the decisive voter will tend to vote in favor of higher public expenditure, the greater the 
degree of favoritism. Such prediction is validated in Table 5, which regresses public spending as a share of GDP on 
our usual equal treatment indicators.

 Again, equality of treatment has a significant negative effect on spending, as predicted by the model. This only holds, 
however, for the general indicator A1032, the other ones are again insignificant (See Appendix).

Table 4: Effect of equality of treatment on primary budget surplus. Controls include time and country fixed effects 
as well as GDP per capita. Dependent variable: net primary government lending as a fraction of GDP. 

Variable Coefficient

Fiscal capacity 0.0

Conflict 0.7*

Corruption 1.3***

Equality of treatment (A1032) 2.6***

Table 5: Effect of equality of treatment on public expenditure. Same controls as for the preceding tables. 

Variable Coefficient

Fiscal capacity  0.31

Conflict   -0.6**

Corruption -0.5*

Equality of treatment (A1032)     -1.8***
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4.2.4  Favoritism and fiscal crises

 Does favoritism make fiscal crises more likely to occur? To test for this prediction, I need a measure of sovereign 
default. To do this, I import data from the Bank of Canada CRAG database (See Beers and Mavalwalla, 2017). This 
panel of countries provides estimates of the total dollar amount owed to institutional creditors such as the IMF and 
the Paris Club. I construct a default indicator as the ratio between the amount owed the following year and the out-
standing level of public debt (gotten from the WEO database). This, in principle, is an indicator of default in the year 
following the observation, although due to rescheduling and rollover of delinquent debt there is much serial correla-
tion in this default variable. One other drawback is that since the second time observation of the IPD is 2016 and the 
CRAG database does not have data posterior to that date, while the 2016 data themselves have many missing values, 
I can no longer exploit the panel dimension of IPD and can only run a cross-sectional regression for 2012. 24 Given 
these shortcomings, we expect poorer quality results than in the preceding regressions. The estimates are reported in 
Table 6.

 Table 6 only provides mild support for a direct effect of favoritism on the likelihood of fiscal crises. While the equal-
ity measure A1032 always has the correct sign, it is never significant at the 15% level or less. Note however that the 
coefficient on equality captures its effect on default while controlling for public debt. In all specifications, the outstand-
ing level of public debt has (unsurprisingly) a strong positive effect on default (See Table 6, column 4). Since, on the 
other hand, we have documented a significant effect of favoritism on public debt, clearly favoritism makes crises more 
likely through that channel. But the evidence in favor of a direct effect of its own is much weaker.

24 Instead of using subsequent default as our dependent variable, I could use contemporaneous default, which given the availability of CRAG for 2016, 
would in principle allow us again to use the panel dimension. However, the estimates would be polluted by the endogenous effect of default itself on favor-
itism. In any case, there are so many missing data for 2016 that running this exercise does not deliver any useful result.

Table 6: Effect of equality of treatment on subsequent sovereign default rate.

Controls
Equality  

of treatment
Debt/GPD ratio

Fiscal capacity Conflict Corruption A1032

-0.22 0.02***

0.0 -0.22 0.02***

-0.23** -0.12 0.02***

0.1 -0.18 0.02***

-0.23** -0.03 -0.13 0.02***

-0.02 0.1 -0.19 0.02***

-0.22** 0.02 -0.11 0.02***

-0.23** -0.04 0.03 -0.13 0.02***

Dependent variable: subsequent delinquent amount/outstanding public debt (Source: CRAG database). All regressions are cross-sectional for year 
2012. They all control for GDP per capita.
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4.2.5  IV estimates

 One issue with the estimates of Tables 3 to 5 is that the equal access measure may be correlated with the error term. 
For example, one may plausibly argue that high public debt, or more generally high fiscal strain, breeds favoritism as 
an outcome of the uneven effects across citizens of the public administration’s attempts to save money. To control for 
this potential source of bias I instrument the (preferred) A1032 equality of treatment indicator with a set of variables 
from the IPD database which capture deeper institutional characteristics of a country that are unlikely to be affected 
by current budgetary developments and, to varying degrees, are arguably correlated with effective equality of treat-
ment. 25  In addition to my equality of treatment variable, I also instrument for the conflict and corruption indicators, 
that may arguably suffer from the same endogeneity bias as the equality of treatment indicator.

 The IV estimates of the effect of favoritism are reported in Table 7. For the sake of comparison I also report the OLS 
estimates from Tables 3–5.

 The picture that emerges from Table 7 is mixed. While conclusions are essentially unchanged for the determinants 
of debt (favoritism comes with the expected sign and is significant, as well as corruption; fiscal capacity again tends 
to raise debt), the IV estimates, in contrast to their OLS counterparts, do not show evidence of any significant effects 
of either the equality of treatment variable or the main controls of interest on either net lending or public spending. 
The evidence therefore seems less robust for the effects of favoritism on these two measures of fiscal performance 
than for public debt.

4.2.6  Explaining populism

 In this section I investigate the prediction outlined above that adverse fiscal and macroeconomic conditions are con-
ducive to populist governments. While the definition of populism is controversial, in the context of this theory it is 
natural to define a populist party as one whose platform would favor some social groups at the expense of others, for 
groups defined by characteristics other than income: regional, ethnic, religious, etc.

25 These instruments are: electoral freedom (A1000), regularity of electoral processes (A1001), representativeness of institutions (A1002), efficiency of 
control institutions (A1003), freedom of association (A1030), freedom of reunion (A1031), intensity of counterpowers (A1020), national participation 
(A1021), local participation (A1022).

Table 7: Instrumental variables estimates of the preferred regressions in Tables 1 to 3.

Dependent Variable (%GDP) Debt Net gvt lending Public spending

Covariates OLS IV OLS IV OLS IV

Fiscal capacity 1.9* 2.3* 0.006 -0.5 0.31 0.6*

Conflict -0.07 1.4 0.71* 0.9 -0.6** -0.7

Corruption -2.7*** -6.1* 1.3*** 0.5 -0.5* 0.4

Equality of treatment A1032 -3.6** -6.2* 2.6*** -0.1 -1.8*** 1.0
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 To construct such an indicator, I use the Interamerican Development Bank’s Database of Political Indicators (DPI), 
which is a panel of countries for which a number of political variables are provided. 26  In particular, indicator variables 
capture whether a party is either (i) nationalist, (ii) rural, (iii) regional or (iv) religious. I define any such party as 
“populist”. While the definition of populism is much open to debate, this particular one, among the variables avail-
able in DPI, is the one most consistent with this paper’s definition of populism.

 This leads me to construct four alternative measures of populism, based on the DPI indicators: 1. A dummy equal to 
one if the executive belongs to a populist party, in the sense I just defined; 2. A dummy equal to one if the ruling 
coalition party is populist; 3. That dummy multiplied by the fraction of parliamentary seats held by the main coalition 
party, and 4. That dummy multiplied by the fraction of votes obtained by the main coalition party. The last two indi-
cators weigh the presence of a populist party in the government by power, measured as its relative importance among 
either MPs or voters.

 Next, I match the DPI with my WEO database of macro outcomes to estimate a fixed effects regression of my popu-
lism indicators on lagged macro variables. In particular, based on the above theory, we expect adverse macro- 
economic conditions such as a low output gap to raise the likelihood of a populist govenment. Similarly, adverse fis-
cal conditions such as high debt or large deficits should also lead to a greater likelihood of populism.

 

26 See https://publications.iadb.org/en/publication/12390/database-politicalinstitutions-2015-dpi2015

Table 8: Macroeconomic determinants of populism, fixed effects estimates. Dependent variable: (1)=populist ex-
ecutive dummy, (2)=populist main coalition party dummy, (3)=populist main coalition party dummy times fraction 
of seats held by this party, (4)= populist main coalition party dummy times fraction of votes obtained by this party. 
Coefficients multiplied by 100 except on GDP per capita. Time dummies included. † significant at the 15% level.

(1) (2) (3) (4)

A. Lagged dependent variable not included

GDP per capita (-1) real PPP constant USD 4.5 2.8 -0.6 -0.4

Inflation (-1) -0.1 -0.2 -0.06 -0.11

Output Gap (-1) -1.0 -1.1† -0.3 -0.4

Unemployment Rate (-1) -0.5 -0.7 -0.5* -0.6**

Gross debt/GDP ratio (-1) 0.1 0.1 0.08*** 0.1**

Primary Gvt net lending/GDP (-1) -0.3    -0.04 -0.08 -0.1

Gvt spending/GDP (-1) 0.5 0.4 0.15 0.1

Current account/GDP (-1) 1.0** 0.3 0.04 -0.7

B. Lagged dependent variable included

GDP per capita (-1) real PPP constant USD 2.5 1.5 0.2 0.46

Inflation (-1) 0.15 0.05 0.02 0.003

Output Gap (-1) 0.1 0.2 0.08 0.02

Unemployment Rate (-1) 0.6 0.5 0.2 0.2

Gross debt/GDP ratio (-1) 0.1* 0.1* 0.04* 0.04*

Primary Gvt net lending/GDP (-1) -0.9*** -0.7* -0.2† -0.2*

Gvt spending/GDP (-1) -0.6* -0.6t -0.2* -0.25*

Current account/GDP (-1) 0.4t 0.1 0.03 0.01
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 The results are reported in Table 8. In the first panel I report 4 regressions where the lagged dependent variable is 
not included. All explanatory variables are lagged: hopefully the coefficients capture the causal effect of preexisting 
macro and fiscal conditions on the nature of government (populist vs. technocrat). The only salient finding is that a 
higher level of public debt raises the likelihood of a populist government – the coefficient is always positive and 
statistically significant in two specifications. The output gap and unemployment rates appear to have a negative, 
sometimes significant, effect but these estimates will turn out to be less robust than the estimates on fiscal variables.

 Despite that explanatory variables are lagged, these estimates may reflect the effect of populism on macro and fiscal 
performance as much as the converse. One way to alleviate this problem is to add the lagged dependent variable as 
a regressor (the effect of an incumbent populist government on macro and fiscal performance at t – 1 would then be 
reflected in the correlation between the lagged dependent variable and the other covariates, as opposed to a correla-
tion between the latter and the error term).

 The results where the lagged dependent variable is included are reported in the bottom panel of Table 8. Macro 
variables are no longer significant. On the other hand, fiscal variables become more significant. Debt now has a 
positive significant effect on populism in all specifications, while the budget surplus has a negative significant effect 
in all specifications. Finally, under inclusion of the lagged dependent variable, we see that a higher level of spending 
reduces the likelihood of populism.

 Given the presence of the lagged dependent variable, it makes sense to compare these estimates with GMM ones. 27 
This is done in Table 9. If anything, the estimates improve. In all specifications, debt has a positive effect on populism, 
while budget surpluses and government spending have a negative effect. The coefficients are always significant. Fur-
thermore, inflation now makes populism less likely.

27 Arellano and Bond, 1991; Arellano and Bover, 1995.
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 The finding that greater government spending reduces the likelihood of a populist government is not so suprising, in 
light of the fact that debt and deficits are controlled for. Controlling for net lending, greater spending mean greater 
revenues, hence a greater fiscal capacity. This confirms my prediction above that greater fiscal capacity reduces the 
support for the populist. As for inflation, it may seem surprising that higher inflation reduces the likelihood of a 
populist government. To the extent that this is a sign of fiscal stress, one would expect the opposite. But the coeffi- 
cients may be viewed as consistent with the theory if one considers inflation as a source of tax revenues which, every-
thing else equal, reduces future levels of required fiscal adjustment, thus affecting the trade-off between a technocrat 
and a populist in favor of the former.

5. Conclusion

In this paper I have analyzed the connections between inequality of treatment of citizens, on the one hand, and policies 
that make fiscal crises more likely, on the other hand. Empirical evidence suggests that inequality of treatment is associ-
ated with higher levels of public debt, public spending, and public deficits, consistent with the theory – although the 
evidence seems less robust for spending and deficits than for debt. Furthermore, a “populist” platform (defined as more 
likely to discriminate between groups) is more likely to conquer power, the greater the degree of required fiscal adjust-
ment. This is consistent with the prediction that fiscal crises alter the trade-off between electing a technocrat vs. a popu-
list in favor of the latter. Finally, the theory sheds light on the reason why a priori unsound policies may nevertheless be 
implemented, as exemplified by the French 1981 reduction in the retirement age. □

Table 9: Dynamic panel data estimation of the determinants of populism. Significance levels computed using robust 
p-values.

(1) (2) (3) (4)

A. GMM estimates

GDP per capita (-1) real PPP constant USD 4.1t 4.4t 0.6 0.9

Inflation (-1) -0.9* -0.9** -0.2* -0.3**

Output Gap (-1) -0.4 -0.4 -0.1 -0.3

Unemployment Rate (-1) 0.6 -0.2 0.0 0.0

Gross debt/GDP ratio (-1) 0.7** 0.9*** 0.2** 0.2**

Primary Gvt net lending/GDP (-1) -2.6** -1.9** -0.8*** -0.7***

Gvt spending/GDP (-1) -2.4* -2.4*** -0.8*** -0.8***

Current account/GDP (-1) 0.0 -0.2 -0.1 -0.1

B. System estimates

GDP per capita (-1) real PPP constant USD 4.0t 3.9* 0.8 1.0†

Inflation (-1) -0.6† -0.7**  -0.15* -0.2**

Output Gap (-1) -0.4 0.1 0.0 -0.1

Unemployment Rate (-1) 1.1** 0.7 0.2† 0.2

Gross debt/GDP ratio (-1) 0.3† 0.5*** 0.1** 0.1**

Primary Gvt net lending/GDP (-1) -1.5** -1.2* -0.6*** -0.5***

Gvt spending/GDP (-1) -1.0* -1.3*** -0.5*** -0.5***

Current account/GDP (-1) 0.4 0.2 0.0 0.0
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APPENDIX

Table A1:  Regression results with different equal treatment indicators. Same specification as Table 3. Dependent variable: 
Debt/GDP ratio.

Equal treatment in Fiscal Confl. Corruption Eq. tr.

Public jobs (A9043) 2.0* 0.1 -2.5*** -3.5**

Administration (A9042) 2.2** 0.0 -2.3*** -3.2*

Public health (A9041) 1.8† 0.1 -2.5*** -0.1

Education (A9040) 1.9* 0.1 -2.5*** -1.0

Table A2: Effect of indicators A9040–9043. Same specification as Table 4. Dependent variable: Government net primary 
surplus/GDP ratio.

Equal treatment in Fiscal Confl. Corruption Eq. tr.

Public jobs (A9043) -0.1 0.7* 1.1* 1.51

Administration (A9042) 0.0 0.7* 1.1*** 0.6

Public health (A9041) 0.1 0.7* 1.1** 0.5

Education (A9040) 0.1 0.7* 1.2*** 0.7

Table A3: Effect of indicators A9040–9043. Same specification as Table 5. Dependent variable: Government spending/GDP.

Equal treatment in Fiscal Confl. Corruption Eq. tr.

Public jobs (A9043) 0.2 -0.6** -0.5† 0.2

Administration (A9042) 0.2 -0.7** -0.4† 0.3

Public health (A9041) 0.3 -0.6** -0.4† -0.2

Education (A9040) 0.3 -0.6** -0.4† -0.5
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Abstract

This paper demonstrates how a natural experiment in education can be used to estimate causal effects. The Swedish 
compulsory school reform extended basic education gradually across cohorts and municipalities, allowing for a difference-
in-differences analysis. The paper summarizes the literature using this reform and shows that it provided individuals from 
low socio-economic backgrounds with better opportunities in life. Not only did they attain higher levels of education – 
they also earned higher earnings, were less likely to participate in crime, and more likely to run for office. 
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1. Introduction

In the 25 years following the Second World War, many western European countries undertook major educational reforms 
with the main purpose of extending compulsory education. The Nordic countries, continental Europe and the United 
Kingdom, with different traditions of education policy, were all part of this widespread expansion (Viarengo 2007). The 
strong economic growth in the post war era created a demand for a higher skilled workforce, and in some countries, for 
example Sweden, there was a strong push for reforming the education system in order to increase equality of opportu-
nity. The European experience was also a reflection of an earlier development in the United States, where compulsory 
school attendance and child labour laws were enacted throughout the states in the early decades of the 20th century. These 
compulsory schooling reforms have spurred an enormous interest in applied economics; reforms that because of their 
design offer the promise of estimating causal effects of extending basic education on a range of outcomes such as earnings, 
health, crime, and intergenerational effects on the education of offspring in the next generation. 

Sweden extended compulsory education gradually across the country, starting in the late 1940s. The reform was imple-
mented in different municipalities at different points in time, meaning that for a given birth cohort some individuals went 
through the old two-tier selective system where basic education ended after 7 or 8 years, and others went through the 
new school, comprising of one or two more years in a comprehensive system. Similar gradual expansion paths were also 
adopted in the other Nordic countries, and the design of these reforms has resulted in a large number of studies that 
exploit variation across regions and over time as a source of quasi-random variation in both length of compulsory school-
ing and/or educational tracking (seminal papers are Meghir and Palme 2005 for Sweden, Black et al. 2005 for Norway, 
and Pekkarinen et al. 2006 for Finland).1 Closely related to these papers is the U.S. literature, which with a similar meth-
odological approach studies compulsory school leaving ages across U.S. states (see for example Lochner and Moretti 2004 
and Llleras-Muney 2005). 

Today, 15 years after Meghir and Palme’s paper was first published, there is a large body of research based on the Swed-
ish compulsory school reform; the combined use of Swedish register data and difference-in-differences analysis exploiting 
the gradual nature of reform implementation has given rise to many good publications. This paper summarizes the exist-
ing papers up to date and discusses the insights from the literature in light of the political background of the reform. In 
addition, the paper offers a documentation of the reform data collection previously presented in Holmlund (2007), which 
has been to the benefit of many of the papers cited here. More specifically, I discuss how information on reform imple-
mentation can be linked to different sources of data, I present balancing tests to examine if reform exposure is condition-
ally correlated with individuals’ observed characteristics and report estimates of the effect of the reform on educational 
outcomes. Using two independent measures of reform assignment, I also run IV regressions that take into account mea-
surement error bias and bound the reform “first stage” estimates. 

So, what have we learned? First, as I show in the empirical part of this paper, the difference-in-difference approach is 
successful since both balancing tests and tests for pre-reform parallel trends suggest that the underlying assumption of 
parallel trends is satisfied. Second, the reform had larger effects on educational attainment among individuals from 
lower SES backgrounds, thus contributing to intergenerational mobility. Finally, summarizing the literature today, I con-
clude that an impressive number of good publications have emerged from combining register data and the reform. We 
have learned that the extension of basic education has had positive effects on cognitive skills – but that non-cognitive 
characteristics among children from high SES backgrounds might have been negatively affected. We can also conclude 
that the reform reduced criminal involvement, and that individuals from working class backgrounds became more likely 
to engage politically by running for office. Studies on mortality and health show diverging results, but the overall impres-
sion is that there are no effects on health outcomes. However, the reform seems to have affected financial decision-
making. Lastly, the reform has proven to affect outcomes in the next generation: there are spillover effects to the skills of 
targeted individuals’ children.

1 The Danish school reform was not subject to gradual implementation and as such has not been used as widely to estimate causal effects. See Arendt (2008) 
for a description of Danish reforms and an application.

H e l e n a  H o l m l u n d



2727

J o u r n a l  o f  t h e  F i n n i s h  E c o n o m i c  A s s o c i a t i o n  1 / 2 0 2 0 H e l e n a  H o l m l u n d

The remainder of the paper unfolds as follows: section 2 presents a general discussion on estimating returns to education, 
section 3 covers institutional details regarding the Swedish compulsory school reform, and sections 4 and 5 detail reform 
assignment and data sources. Section 6 presents balancing tests and estimates of reform effects on educational outcomes. 
Section 7 summarizes the literature using the Swedish reform up to date, and finally, section 8 offers conclusions. For 
more detail, Appendix A contains a documentation of sources used to determine reform status.

2. Returns to education

There is a long tradition in empirical labour economics of studying returns to education. The early literature focused on 
the pecuniary returns – the percentage wage gain from one more year of schooling. Later, this literature was extended to 
focus on non-pecuniary returns to education, such as effects of education on health, crime and fertility. These studies all 
face the same challenge, that is, how to control for unobserved ability or other unobserved factors that are correlated with 
education and also with the outcome of interest. For example, is the wage premium from schooling truly an effect of 
education in itself, or does it purely reflect the fact that more able or more motivated workers, earning higher wages, also 
choose a higher level of education? Moreover, estimating the effect of education on health, how do we take into account 
that individuals in poor health might not find it worthwhile investing in education because their health condition implies 
lower returns to their investment (an example of reverse causality)? Health and education can also be correlated because 
of discount rate bias: individuals with a high discount rate might invest neither in human capital nor health. And simi-
larly, with fertility as with many other potential outcomes, how can we as researchers control for unobserved preferences 
that jointly determine both education and fertility outcomes?

The remedy in many studies of these issues has been either to control for ability by using samples of identical twins (Ash-
enfelter and Krueger 1994, Behrman and Rosenzweig 1999), or to make use of some exogenous source of variation in 
education, typically in the form of a natural experiment. Natural experiments offer variation in some treatment, in this 
case compulsory education legislation, for individuals that otherwise can be assumed to be identical; natural experiments 
allow us to come around the problem of education being correlated with individual characteristics such as ability or 
motivation. There are a number of well-known examples, apart from the Nordic papers cited above, and the Swedish 
papers cited in section 7. Angrist and Krueger (1991) use the fact that a fixed school-leaving age in the US allows students 
to drop out from school earlier if they are born early in the year, that is, the length of compulsory education varies with 
month of birth.2 Acemoglu and Angrist (2000), Lochner and Moretti (2004), Lleras-Muney (2005), Oreopoulos et al. 
(2006) all use variation across US states in compulsory schooling laws: variation across states is introduced by both com-
pulsory attendance and child labour laws. Currie and Moretti (2003) account for endogeneity of schooling by using 
variation induced by college openings. Chevalier (2004) studies a reform in the UK and Maurin and McNally (2005) use 
variation in schooling introduced by the 1968 revolts in Paris. The outcomes in the studies mentioned above all range 
from the pecuniary return to education, to effects on mortality, crime, birth outcomes and the education of the children 
(the intergenerational effect of education). 

3. The Swedish reform

The Swedish educational reform is carefully described in the work by Marklund (1980, 1981). Detailed information can 
also be found in a report by the National Board of Education (1960). The following brief description builds on these 
sources, which are recommended for further details on the topic.

Prior to the school reform, pupils in Sweden went through grades 1 to 4 or 1 to 6 in a common school (folkskolan). In 
either fourth or sixth grade, more able students were selected (based on past performance) for the five or three/four-year 

2 Later research has invalidated this approach by showing that month of birth in itself is directly related to educational outcomes, through e.g. maturity at 
school starting-age, or through the benefits of relative age in the classroom (see e.g. Bound and Jaeger 1996 for a critical discussion).



2828

J o u r n a l  o f  t h e  F i n n i s h  E c o n o m i c  A s s o c i a t i o n  1 / 2 0 2 0 H e l e n a  H o l m l u n d

long junior-secondary school (realskolan). Remaining students stayed in the common school until compulsory education 
was completed. In most cases, compulsory education comprised seven years, but in some municipalities, mainly the big 
cities, the minimum was eight years. The system resembled the traditional European model with early selection, parallel 
school forms and a small tertiary sector (Erikson and Jonsson 1996).

In 1946, the social-democratic government appointed a parliamentary committee (1946 års skolkommission) which was 
given the task to analyze the Swedish school system and to develop proposals and guiding principles for a non-selective 
compulsory school. The main purpose with such a change was to postpone the tracking decision to higher grades, in an 
effort to increase equality of opportunity.3 Two years after the appointment of the committee, in 1948, the committee 
released its proposals. The main suggestion was to introduce a nine-year compulsory school, where pupils were kept 
together in common classes longer than in the earlier school system. As a compromise between the opponents of early 
tracking and its advocates, the committee proposed tracking in 9th grade; pupils would follow either a vocational track, 
a general track, or a theoretical track preparing for upper-secondary school. The 9th grade streaming was later abandoned 
in favor of a completely comprehensive system.

Erikson and Jonsson (1996) argue that more than in most other Western countries, school reforms in Sweden have been 
characterized by the specific aim of reducing social and educational inequalities. Early selection was considered a hurdle 
for children from low socioeconomic backgrounds to access secondary education, and with a comprehensive system the 
idea was to provide equal opportunities for all children, regardless of family background. Naturally, the reform also had 
its critics and the question of tracking became the key controversy around the reform, with the right-wing party in op-
position of late selection. 

To evaluate the appropriateness and whether the proposed nine-year comprehensive school would serve its purpose, in 
1949 the committee suggested that an “experiment” would take place, where during an assessment period some munici-
palities and schools would implement the new school system such that the results could be scrutinized before further 
decisions were made. 

The assessment programme came to start in 1949/1950, this year under the surveillance of the parliamentary committee. 
In 1950, the Swedish parliament committed to the introduction of a nine-year comprehensive school and approved of the 
idea of a trial period at the outset of the reform. When the formal decision was made in 1950, the National Board of 
Education (Skolöverstyrelsen) took over the administration of the reform.

The new comprehensive school was to be introduced throughout a whole municipality, or in certain schools within a 
municipality. Following the 1948 proposal of the parliamentary committee, a number of municipalities had declared inter-
est in reforming their comprehensive schools. For this reason, 264 municipalities (out of around 1000) were asked if they 
were willing to introduce the nine-year school immediately or within a few years. The municipalities that were approached 
had either shown interest in the reform or expanded their junior secondary school to four years. 144 municipalities showed 
interest in the reform. 14 municipalities were selected for the first year of the assessment (1949/50), all of those were 
required to have an eight-year comprehensive school already.

The following years, the National Board of Education continued with the implementation of the reform. Year by year, 
more municipalities joined the reform assessment programme. Municipalities that wanted to take part in the reform were 
asked to report on their population growth, on the local demand for education, tax revenues and local school situation. 
For example, the availability of teachers, the number of required teachers for the nine-year comprehensive school, and 
the available school premises were explored. The National Board of Education took these municipality characteristics 
into account when deciding on their participation. In general, implementation of the reform started in grades 1 and 5, 
the following year covering grades 1, 2, 5 and 6 and so on. From 1958 the reform was introduced in grades 1–5 already 
from the starting year.

3 The large baby boom cohorts that passed through the education system during this period, and higher demand for junior secondary schooling overall, are 
also likely drivers behind reforming the education system.
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Apart from extending compulsory education from seven (or in some cases eight) years to nine years, and to postpone 
tracking, the educational reform was also pedagogical and affected the curriculum somewhat. The main change of the 
curriculum was that English was introduced in 5th grade in the new comprehensive school, while this was not necessar-
ily a compulsory subject in the old school system. The school starting age was set at the year the child turned seven in 
both the old system and the new comprehensive school.

The assessment period was also accompanied by financial support to families and to municipalities that implemented the 
reform. A universal child allowance was introduced in 1948 and implied support for children until the age of 16. In reform 
municipalities, a means-tested scholarship compensated families for foregone earnings from keeping their children longer 
in school. Municipalities were compensated for the increased costs following the expansion of education. The state pro-
vided funds targeted at the new comprehensive school, one example is complete funding of teacher salaries for grades 
7–9, in the years 1952–1955.

In 1962, the parliament came to a final decision to permanently introduce the nine-year school throughout the country. 
At this point, the implementation came to be a matter for each municipality; by 1969 they were obliged to have the new 
comprehensive school running. Since the timing was much in the hands of each municipality, the implementation was far 
from a randomized experiment, but nevertheless provides a source of variation in schooling laws that may be fruitfully 
explored by the empirical researcher.

4. Linking individuals to treatment

Since the educational reform provides a potential source of quasi-random variation in education, I take a closer look at 
the available data. For the quantitative researcher, knowledge about which municipalities implemented the reform, and 
which birth cohorts were affected, is of particular importance. Below, I list three different data sources available to study 
reform effects on individual outcomes.

1. The IS data

 It is possible to use the IS (individual statistics) data, from the Institute of Education at Gothenburg University 
(Härnqvist 2000). The data stem from surveys, conducted in 6th grade, of around 10 percent of the cohorts born 
in 1948 and 1953. When these data were collected, information on type of school (the old folkskola or the new 
nine-year comprehensive school) that each individual attended was recorded, based on information provided by 
the local school. Register information on adult earnings and other register-based information can be matched to 
individuals in the data. This is the data set explored in Meghir and Palme’s (2005) work on the Swedish compul-
sory school reform. 

2. The Swedish Level of Living Survey

 The Swedish Level of Living Surveys, based on random samples of the Swedish adult population, have been con-
ducted in 1968, 1974, 1981, 1991, 2000 and 2010 (Erikson and Åberg 1984). The surveys ask specifically whether 
an individual went through the old system or the new nine-year school. These data have been used by Jasmina 
Spasojevic (2010) in her work on the effects of education on health.

3. Register data from Statistics Sweden

 The Swedish administrative registers do not contain information on whether individuals in the affected cohorts 
went through the old or the new school system. With help from other sources (described in Appendix A) it is 
however possible to deduct when and for which grades each municipality introduced the new comprehensive school 
and based on this information one can assign reform status to the individuals in a data set extracted from registers. 
Censuses can be used to track in which municipality an individual lived at the time of compulsory education. With 
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this information it is possible to attach a reform indicator to each individual based on year of birth and municipal-
ity of residence, maintaining the assumption that individuals are in the right grade according to their age. In some 
cases, it is also necessary with more detailed information on in which parish or school district the individual went 
to school, since the reform was sometimes introduced in parts of a municipality in different years. Any given da-
taset with information on birth year and municipality/parish of residence can assign reform participation to the 
cohorts that were subject to the education reform.

 There are two possible ways to construct a reform coding that can be matched to individual-level register data. In 
the remainder of the paper I will label them coding 1 (based on documentation) and coding 2 (deduced from 
register data).

 The sources of information necessary to construct coding 1 of the reform implementation are the following:

 • Marklund (1981) and the National Board of Education (1953–1962). These sources document the assessment 
programme when the reform was gradually introduced across the country, and they include lists of which 
municipalities implemented the reform each year. In the latter publication it is also possible to see which grades 
that were affected in a particular municipality. These sources cover the assessment period and only allow cod-
ing of the cohorts born 1938–1949.

 • The Educational Bureau (Undervisningsbyrån) (1960–1964) and Statistics Sweden (1968–1969). From munici-
pality-level tables of the number of pupils in each grade in the old and new school system, it is possible to deduct 
when the reform was implemented, and the remaining cohorts can be coded. 

 Register data sets with large sample sizes allow for an alternative procedure to assign reform status. Coding 2 is 
simply obtained by splitting the sample, using the first part of the sample to identify treatment status by empiri-
cally observing when the minimum level of education (by municipality/birth year) jumps up from folkskola (the 
old compulsory minimum) to grundskola (the new minimum), and using the second part of the sample to estimate 
effects of treatment on outcomes.

 Appendix A explains in detail how the different sources have been used to create coding 1 and coding 2, and 
also highlights some of the difficulties relating to the coding of some municipalities, where the reform was not 
implemented universally at one point in time. In the remainder of this paper I discuss and demonstrate the reform, 
and explore several important data issues, using a data set compiled from Swedish registers. Coding 1 is available 
from the author for researchers who wish to use it.

5. Data

The empirical analyses are based on data from Swedish administrative registers, available for researchers through Statis-
tics Sweden. The population of interest is defined as cohorts born in Sweden between 1945 and 1955.4 By linking sev-
eral registers and censuses through personal identifiers, individuals can be linked to their parents, and to information on 
both family background and long-term outcomes.

Family background. Family background is characterized by father’s education level and father’s earnings. Father’s educa-
tion level is derived from the 1970 census and is defined as a dummy for high education, which represents any education 
above compulsory level. Father’s earnings is a measure of average earnings over the years 1968, 1971 and 1973, percentile 
ranked within father’s own birth cohort. These variables are used in a balancing test to investigate whether treatment is 
correlated with pre-determined characteristics.

4 This population is chosen because the birth years span the vast part of the new school expansion, and because it is possible to assign reform status to these 
cohorts.
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Educational outcomes. I study educational outcomes through information on highest completed level of education in the 
education register from 1995. Highest level of education has been translated into years of education by assigning the 
expected number of years to each level.5 I also study the probability of attaining any post-compulsory education beyond 
the new compulsory minimum. To arrive at this measure, I use observed levels in the education registers, which implies 
education at secondary or tertiary level.

Assigning reform status. Reform status is assigned to individuals based on birth year and municipality of residence. The 
cleanest way to assign treatment is to use information on pre-treatment location, which in my data is available as mu-
nicipality of birth, derived from the parish where the child was registered at birth. However, for cohorts born until 1946, 
the parish of birth that was reported refers to the location of the hospital in which they were born (Skatteverket 2007). 
At this time, most births did take place out of the home, and a majority of all municipalities did not have their own ma-
ternity ward. Thus, the information on parish of birth cannot be used to identify treatment status for early cohorts in the 
sample.

The alternative (used in this paper) is to extract census information on home municipality in 1960 and 1965, approxi-
mately at age 10–15. This arguably assigns reform status to individuals based on where they lived while going to school 
but could be considered as endogenous to reform exposure if families move in response to the reform. 

After excluding individuals with missing observations on either education or municipality of residence in 1960/1965,  
I arrive at 1,182,063 observations. Treatment is identified for 91 percent (using coding 1 based on documentation). De-
scriptive statistics of the sample are presented in Figure 1.

5 Fisher et al. (2018) show that deriving years of schooling from education levels can understate reform effects, since some compliers to the reform will be 
coded with “too much” education using this method. Using alternative data sources, they find that the reform effect on years of schooling is 76 percent 
larger when taking into account compliers that are not observed when using education levels to identify years of schooling.

Table 1. Summary statistics

Variable Nr of obs Mean Std. Dev.

Years of schooling 1,021,996 11.46 2.52

Any post-compulsory schooling 1,021,996 0.75 0.43

Reform exposure 1,021,996 0.48 0.50

Woman 1,021,996 0.49 0.50

High educated father 767,567 0.31 0.46

Income rank father 966,031 52.31 27.86

Birth year 1,021,996 1949.89 3.18
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6. An analysis of the Swedish compulsory school reform

The compulsory schooling reform affected cohorts whose education levels were on the rise across the board – both at the 
low and the high end of the distribution. Besides the focus on raising the minimum level, the study grant system for 
higher education was reformed in 1965, and several new tertiary education institutions were opened in the 1960s and 70s. 
Accordingly, Figure 1 shows that the number of years of schooling were increasing, both as a consequence of a higher 
share of individuals attaining 9 years, and higher shares both at upper-secondary (11–12 years) and post-secondary (14 + 
years) levels.

Figure 2 shows the share of individuals treated by the reform, for the two different sources of reform assignment described 
in section 4. The different coding schemes follow each other closely in terms of the share of individuals in each birth 
cohort that is affected.6 It also shows that for the cohorts depicted in the figure, the increase over time is fairly linear. 
When reaching the 1955 cohort, almost 100 percent of individuals have been assigned treatment according to the two 
different coding schemes.

6 The large share with unclassified treatment status for coding 2 is explained by the fact that 60 percent of the sample has been used to identify treatment 
status by municipality/birth year, and 40 percent of the sample is used in estimation.

Figure 1. Share of population at different levels of schooling

Note: Years of schooling assigned according to highest level in the 1995 education register. 15 years refers to 15 years or more.
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6.1  Reform effects on schooling outcomes

 The gradual implementation implies that a staggered difference-in-differences design is a natural starting point for 
estimating effects of reform exposure on outcomes. Consider the following baseline specification:

 (1)  
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ence in outcomes over time – before and after treatment in treated regions – to the same time difference in untreated 
regions or in regions treated at a different point in time. The staggered differences-in-differences specification has 
been common in many empirical applications and reform evaluations but has recently received attention from a 
methodological point of view: new econometrics papers demonstrate that the method can lead to biased estimates if 
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 The difference-in-differences design relies on the identifying assumption of parallel trends between treated and con-
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Figure 2. Share of population treated by the reform

Note: Coding 1 refers to assignment based on documentation, coding 2 refers to reform assignment based on observed minimum levels by cohort and mu-
nicipality (using 60 percent of the sample to identify treatment status, 40 percent for descriptives and estimation). Reform status has been assigned to indi-
viduals based on birth cohort and municipality of residence observed in the censuses 1960 (cohorts 1945–1950) and 1965 (cohorts 1951–1955).
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6.2  Balancing tests

 Table 2 begins by presenting balancing tests relating reform exposure to two pre-determined characteristics capturing 
the socioeconomic background of individuals in the population. The first panel presents results using coding 1, while 
the second panel corresponds to coding 2. First, columns 1 and 2 present the relationship between treatment and 
father’s education (a dummy for any post-compulsory education). Column 1 presents the baseline specification, while 
column 2 presents a specification including linear time trends interacted with indicators for implementation year  
(a simplification of a specification including municipality-specific linear trends). Columns 3 and 4 present the cor-
responding estimates for father’s income percentile. The overall impression is that the difference-in-differences 
specification is successful in handling any form of sorting into treatment based on observable characteristics; the 
coefficients are precisely estimated and close to zero.

Table 2. Balancing tests

(1) (2) (3) (4)

Father high education Father’s income percentile

A. Balancing test reform coding 1

Reform exposure coding 1 -0.001 0.002 0.022 0.085

(0.002) (0.002) (0.113) (0.116)

Observations 767,567 767,567 966,031 966,031

R-squared 0.002 0.002 0.000 0.000

Number of municipalities 1,020 1,020 1,020 1,020

Outcome mean 0.310 0.310 52.32 52.32

B. Balancing test reform coding 2

Reform exposure coding 2 0.005 -0.004 0.587 -0.095

(0.007) (0.003) (0.432) (0.163)

Observations 302,131 302,131 380,059 380,059

R-squared 0.002 0.002 0.000 0.000

Number of municipalities 986 986 986 986

Outcome mean 0.312 0.312 52.38 52.38

Muni f.e. Yes Yes Yes Yes

Cohort f.e. Yes Yes Yes Yes

Implement-spec trends No Yes No Yes

Note: Robust standard errors in parentheses clustered at the municipality level. * * * p<0.01, * * p<0.05, * p<0.1. The sample size is reduced in panel B 
since coding 2 is defined for a subset of the population (here 40 percent).
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6.3  Event-study analysis

 The event-study design expands the difference-in-differences specification by introducing treatment dummies inter-
acted with time since first treatment year. By doing so, we are able to both address the pre-reform parallel trends 
assumption and depict the time pattern of treatment effects in one regression. Figure 3 presents the results, where 
t-2 is the excluded time category. The figures on the left show the baseline specification, and those on the right the 
extended specification including trends. The four sub-figures show a similar pattern: there is a clear reform effect 
starting in the first implementation year (year 0), of about 0.3 years of schooling. The figures also show small positive 
and significant pre-reform estimates in year t-1. One possible explanation to this is the ambiguity in terms of docu-
mented starting year, where some municipalities phased in the reform over two years and as such a fraction of students 
were actually treated in the year before the first indicated start year. Moreover, in relation to the baseline year, 
treated areas have negative estimates in t-4, i.e., treated areas had a slower growth in education compared to non-
treated areas four years before the reform was implemented. When controlling for implementation-year specific 
trends, these negative estimates move closer to zero. It is also worthwhile pointing out that in the event-study analy-
sis, coefficients estimated a few years before (after) first implementation year are identified using subsamples of late 
(early) implementers. In terms of the parallel trends assumption, using the specification with trends seems to be 
preferable, and acknowledging that the t-1 effect is expected the diff-in-diff specification performs well. In fact, many 
studies have chosen to drop t-1 from the analysis to arrive at a sharper pre and post distinction. I follow this procedure 
in the remainder of the paper.

6.4  Reform effects on years of schooling and post-compulsory schooling

 The vast majority of studies of effects of the compulsory schooling reform take an interest in secondary outcomes 
beyond education, that come as a result of being exposed to the reform. Effects on e.g. income, health or crime can 
operate through longer education, but other direct channels are also possible. Quality of education, peer composition, 
tracking and changes to the curriculum could directly affect future outcomes. The effect of treatment, i.e. reform 
exposure, on length of education however serves as a proxy for a “first stage” in terms of schooling – it tells us some-

Figure 3. Event-study analysis of reform exposure on years of schooling

Note: Event-study estimates of reform exposure interacted with time since first treated cohort. t-2 is the left-out time category. Spikes show 95 percent 
confidence intervals, clustered at the municipality level.

-.4
-.2

0
.2

.4
.6

R
ef

or
m

 e
ffe

ct
 o

n 
ye

ar
s 

of
 s

ch
oo

lin
g

-4 -3 -2 -1 0 1 2 3
Year from first implementation

A. Coding 1

-.4
-.2

0
.2

.4
.6

R
ef

or
m

 e
ffe

ct
 o

n 
ye

ar
s 

of
 s

ch
oo

lin
g

-4 -3 -2 -1 0 1 2 3
Year from first implementation

B. Coding 1 with trends

-.4
-.2

0
.2

.4
.6

R
ef

or
m

 e
ffe

ct
 o

n 
ye

ar
s 

of
 s

ch
oo

lin
g

-4 -3 -2 -1 0 1 2 3
Year from first implementation

C. Coding 2

-.4
-.2

0
.2

.4
.6

R
ef

or
m

 e
ffe

ct
 o

n 
ye

ar
s 

of
 s

ch
oo

lin
g

-4 -3 -2 -1 0 1 2 3
Year from first implementation

D. Coding 2 with trends



3636

J o u r n a l  o f  t h e  F i n n i s h  E c o n o m i c  A s s o c i a t i o n  1 / 2 0 2 0 H e l e n a  H o l m l u n d

thing about how large the intervention is, for whom it bites the most, and helps to generate hypotheses regarding 
externalities on other outcomes. One key question also relates to whether the reform had effects beyond the new 
compulsory minimum.

 Table 3, panel A, presents baseline estimates of the reform on years of education. In this table, results are based on 
coding 1, and the last pre-reform cohort has been excluded from the regressions. Column 1 shows the estimate ex-
cluding trends and indicates that the reform increased years of schooling by 0.28 years. Column 2 including trends 
gives an estimate of 0.31 years, or 12 percent of the standard deviation of years of schooling. Having established that 
the reform implied an increase in years of education, it is worth taking a closer look at the dynamics of this effect. 
Did the reform have differential impacts depending on socioeconomic background? Did it solely add two years of 
education for those at the bottom of the distribution, or did it also induce a shift beyond the new compulsory mini-
mum? Such a spill-over effect could occur for example if the pre-reform early selection was unfavorable to talented 
children from disadvantaged backgrounds, which in the new school system possibly got the chance to move on further 
in the education system. 

 Columns 3 and 4 show effects on years of schooling for children with high and low educated fathers, respectively. As 
expected, the effect is much larger (about three times as large) among children with low educated fathers. Most stu-
dents with highly educated fathers already attended education beyond compulsory level before the reform, implying 
that the reform had less bite in this group. 

Table 3. Reform effects on educational outcomes

(1) (2) (3) (4)

All All High edu father Low edu father

A. Years of schooling

Reform exposure coding 1 0.280*** 0.309*** 0.115*** 0.361***

(0.026) (0.016) (0.020) (0.019)

R-squared 0.013 0.014 0.002 0.021

Control group outcome mean 11.09 11.09 12.43 10.69

B. 2 year upper secondary or more

Reform exposure coding 1 0.013*** 0.018*** 0.009*** 0.018***

(0.003) (0.002) (0.003) (0.003)

R-squared 0.014 0.014 0.004 0.018

Control group outcome mean 0.708 0.708 0.867 0.665

Number of municipalities 1,020 1,020 1,020 1,020

Muni f.e. Yes Yes Yes Yes

Cohort f.e. Yes Yes Yes Yes

Implement-spec trends No Yes Yes Yes

Observations 939,130 939,130 219,104 485,595

Note: Robust standard errors in parentheses clustered at the municipality level. * * * p<0.01, * * p<0.05, * p<0.1
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 Panel B shows estimates of the reform on a dummy indicating completion of two-year upper-secondary school or 
more.7 The results indicate that a small spill-over effect is present: a 0.013–0.018 higher probability to complete two 
years of upper-secondary education or more. As a point of comparison, the overall probability to attend two-year 
secondary school or any education beyond that is 0.71. Although a small effect, this indicates that reform exposure 
did push some individuals to higher levels beyond the expected minimum. The spill-over effect is twice as large when 
comparing children with low and high educated fathers (columns 3 and 4), which indicates that the shift to a com-
prehensive system served one of its purposes – to increase equality of opportunity.

6.5  Measurement error bias and bounding the estimates

 Reform assignment comes with measurement error – in some cases it is an approximation of the starting year of the 
reform. As described above, some municipalities kept parallel school systems which means that there is no possibil-
ity to find a clear-cut starting point. Hence, the coding of the reform does in some cases represent an average or the 
majority in a given municipality and birth cohort, which will introduce measurement error in the reform indicator. 
Another aspect is that even though implementation might have been extensive, there was room for single individuals 
to apply for an exemption. We also need to assume that pupils are in the expected grade according to their age; if 
grade repetition or skipping a grade was a prevalent phenomenon among the affected cohorts, this is also one source 
of measurement error to keep in mind. To better understand the consequences of measurement error in regression 
analysis based on the reform, I now turn to examining the quality of reform indicators.

 As a starting point to a reliability analysis of the reform coding, I acknowledge that since reform participation is a 
binary indicator variable, the measurement error is not classical. That is, the measurement error is correlated with 
the true underlying variable (Aigner 1973). The formula describing attenuation bias in the case of classical measure-
ment error must now be modified to represent the case of non-classical measurement error.

 We would like to estimate reform effects on an outcome 
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(2) 𝑦𝑦 = 𝛼𝛼 + 𝛽𝛽𝑟𝑟∗ + 𝜀𝜀 

Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 

notation in Kane et al. 1999): 

(3) 𝐸𝐸(𝑟𝑟&|𝑟𝑟
∗, 𝑟𝑟', 𝑦𝑦) = 𝜋𝜋&( + 𝜋𝜋&&𝑟𝑟∗  Coding 1 

(4) 𝐸𝐸(𝑟𝑟'|𝑟𝑟
∗, 𝑟𝑟&, 𝑦𝑦) = 𝜋𝜋'( + 𝜋𝜋'&𝑟𝑟∗  Coding 2 

Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 

(6) 𝑝𝑝 lim𝛽𝛽'+*+ = 𝛽𝛽 &
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measurement error. 

We would like to estimate reform effects on an outcome y in the following way: 

(2) 𝑦𝑦 = 𝛼𝛼 + 𝛽𝛽𝑟𝑟∗ + 𝜀𝜀 

Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 

notation in Kane et al. 1999): 

(3) 𝐸𝐸(𝑟𝑟&|𝑟𝑟
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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measurement error must now be modified to represent the case of non-classical 

measurement error. 

We would like to estimate reform effects on an outcome y in the following way: 

(2) 𝑦𝑦 = 𝛼𝛼 + 𝛽𝛽𝑟𝑟∗ + 𝜀𝜀 

Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 

notation in Kane et al. 1999): 

(3) 𝐸𝐸(𝑟𝑟&|𝑟𝑟
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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measurement error. 

We would like to estimate reform effects on an outcome y in the following way: 

(2) 𝑦𝑦 = 𝛼𝛼 + 𝛽𝛽𝑟𝑟∗ + 𝜀𝜀 

Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 

notation in Kane et al. 1999): 

(3) 𝐸𝐸(𝑟𝑟&|𝑟𝑟
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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measurement error must now be modified to represent the case of non-classical 

measurement error. 

We would like to estimate reform effects on an outcome y in the following way: 

(2) 𝑦𝑦 = 𝛼𝛼 + 𝛽𝛽𝑟𝑟∗ + 𝜀𝜀 

Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 

notation in Kane et al. 1999): 

(3) 𝐸𝐸(𝑟𝑟&|𝑟𝑟
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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measurement error must now be modified to represent the case of non-classical 

measurement error. 

We would like to estimate reform effects on an outcome y in the following way: 

(2) 𝑦𝑦 = 𝛼𝛼 + 𝛽𝛽𝑟𝑟∗ + 𝜀𝜀 

Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 

notation in Kane et al. 1999): 

(3) 𝐸𝐸(𝑟𝑟&|𝑟𝑟
∗, 𝑟𝑟', 𝑦𝑦) = 𝜋𝜋&( + 𝜋𝜋&&𝑟𝑟∗  Coding 1 

(4) 𝐸𝐸(𝑟𝑟'|𝑟𝑟
∗, 𝑟𝑟&, 𝑦𝑦) = 𝜋𝜋'( + 𝜋𝜋'&𝑟𝑟∗  Coding 2 

Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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where  𝑟𝑟& has been instrumented in the first stage using 𝑟𝑟' as an instrument. We see that 

only in the case of classical measurement error (𝜋𝜋&& = 1) 2SLS produces consistent 
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measurement error must now be modified to represent the case of non-classical 

measurement error. 

We would like to estimate reform effects on an outcome y in the following way: 

(2) 𝑦𝑦 = 𝛼𝛼 + 𝛽𝛽𝑟𝑟∗ + 𝜀𝜀 

Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 

notation in Kane et al. 1999): 

(3) 𝐸𝐸(𝑟𝑟&|𝑟𝑟
∗, 𝑟𝑟', 𝑦𝑦) = 𝜋𝜋&( + 𝜋𝜋&&𝑟𝑟∗  Coding 1 

(4) 𝐸𝐸(𝑟𝑟'|𝑟𝑟
∗, 𝑟𝑟&, 𝑦𝑦) = 𝜋𝜋'( + 𝜋𝜋'&𝑟𝑟∗  Coding 2 

Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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where  𝑟𝑟& has been instrumented in the first stage using 𝑟𝑟' as an instrument. We see that 

only in the case of classical measurement error (𝜋𝜋&& = 1) 2SLS produces consistent 
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measurement error must now be modified to represent the case of non-classical 

measurement error. 

We would like to estimate reform effects on an outcome y in the following way: 

(2) 𝑦𝑦 = 𝛼𝛼 + 𝛽𝛽𝑟𝑟∗ + 𝜀𝜀 

Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 

notation in Kane et al. 1999): 

(3) 𝐸𝐸(𝑟𝑟&|𝑟𝑟
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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where  𝑟𝑟& has been instrumented in the first stage using 𝑟𝑟' as an instrument. We see that 
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measurement error must now be modified to represent the case of non-classical 

measurement error. 

We would like to estimate reform effects on an outcome y in the following way: 

(2) 𝑦𝑦 = 𝛼𝛼 + 𝛽𝛽𝑟𝑟∗ + 𝜀𝜀 

Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 

notation in Kane et al. 1999): 

(3) 𝐸𝐸(𝑟𝑟&|𝑟𝑟
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 
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the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 
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Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 
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Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 
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0, 𝜋𝜋'( > 0. 
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Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 
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Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 

to cohort c, going to school in municipality m. In the data we observe two measures of 

the reform measured with error (omitting the subscripts for simplicity and following the 
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  
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the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 
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Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 
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correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 
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Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >

0, 𝜋𝜋'( > 0. 

Following Aigner (1973) and Kane et al. (1999) the probability limit of  in the case 

of measurement error in a binary variable can be derived as follows: 

(5) 𝑝𝑝 lim𝛽𝛽)*+ = 𝛽𝛽[1 − 𝑃𝑃(𝑟𝑟∗ = 1|𝑟𝑟 = 0) − 𝑃𝑃(𝑟𝑟∗ = 0|𝑟𝑟 = 1)] 

Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 

et al. 1999): 
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Where 𝑟𝑟!"#∗  denotes the true (unobserved) reform status of an individual i, belonging 
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the reform measured with error (omitting the subscripts for simplicity and following the 
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Given the true reform participation 𝑟𝑟∗, I assume that the observed variables  and  

are independent of each other and of . In order for the measurement error to be classical, 

the further assumptions 𝜋𝜋&& = 𝜋𝜋'& = 1,  and 𝜋𝜋&( = 𝜋𝜋'( = 0 must be satisfied. With a 

binary indicator variable these assumptions do not hold and the measurement error is 

correlated with the true underlying variable. We have that 𝜋𝜋&& < 1, 𝜋𝜋'& < 1 and 𝜋𝜋&( >
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Just as in the case of classical measurement error, the OLS estimate is biased towards 

zero and the estimated effect is attenuated. In the case of classical measurement error, a 

standard remedy to inconsistencies in OLS parameters has been to use an instrumental 

variables strategy. With two independent measures of the variable of interest, two-stages-

least squares when one measure is used as an instrument for the other produces consistent 

coefficients. When measurement error is non-classical, however, an IV strategy is not 

likely to produce consistent estimates. Nevertheless, an IV estimate can be informative, 

since it turns out that with non-classical measurement error it will be upward biased (Kane 
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7 Two-year secondary school is the lowest post-compulsory degree and refers to vocational post-compulsory education.
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estimates, and with measurement error in the categorical variable (𝜋𝜋&& < 1) 𝛽𝛽'+*+ will be 

upward biased. 

Thus, with measurement error in the binary indicator variable for reform participation, 

it turns out that both the OLS and the IV estimate (using two reform codings and 

instrumenting one with the other) are inconsistent, one downwards and the other upwards. 

Therefore, the two estimates provide a lower and an upper bound for the true parameter, 

and we are able to narrow down the range of possible true effects. Taking the (downward 

biased) estimates presented in Table 3 as a benchmark, Table 4 presents the corresponding 

IV estimates, where coding 2 has been used as an instrument for coding 1. Columns 1 and 

3 present the OLS specifications including trends, and columns 2 and 4 the corresponding 

IV-2SLS estimates. The differences between the OLS and the IV estimates are relatively 

large; the latter are about twice as large as the OLS estimates. The take-away from this 

analysis is therefore that the true parameter estimate of the effect of the reform on years 

of schooling is within the range 0.32–0.58 years. The effect on post-compulsory 

education can be bounded to an increase in the range 0.021–0.046 percentage points. 

Table 4 OLS and IV estimates bounding the effect of the school reform on educational outcomes 

 (1) (2) (3) (4) 
 OLS IV OLS IV 
 Years of schooling 2 year upper secondary or more 
     
Reform exposure coding 1 0.316*** 0.580*** 0.021*** 0.046*** 
 (0.023) (0.082) (0.004) (0.010) 
     
Observations 368,480 368,480 368,480 368,480 
R-squared 0.014  0.014  
Number municipalities 983 983 983 983 
Muni f.e. Yes Yes Yes Yes 
Cohort f.e. Yes Yes Yes Yes 
Implement-spec trends Yes Yes Yes Yes 
Control group outcome mean 11.09 11.09 0.708 0.708 

Note: Robust standard errors in parentheses clustered at the municipality level. *** p<0.01, ** p<0.05, * p<0.1. In 
columns 2 and 4, coding 1 is instrumented with coding 2. The sample size is reduced since coding 2 is defined for a 
subset of the population (here 40 percent). 
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A number of recent papers highlight problems with a pooled difference-in-difference 

estimator when units are treated at different points in time, and additionally when all units 
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6.6  Can we trust staggered differences-in-differences? A robustness analysis

 A number of recent papers highlight problems with a pooled difference-in-difference estimator when units are 
treated at different points in time, and additionally when all units are treated at some point. de Chaisemartin and 
D’Hautfoeuille (2020) and Goodman-Bacon (2018) show that linear regression with time- and group-fixed effects 
estimate weighted sums of average treatment effects in each group and time period. Treatment dummies assume that 
the treatment effect is constant while event-time treatment effect heterogeneity is a possibility. Borusyak and Jaravel 
(2018) show that short-run effects are overweighed, and long-run effects are negatively weighted. Since weights are 
not equal across all LATES that feed into the average, treatment effect heterogeneity might lead to a biased average 
effect. de Chaisemartin and D’Hautfoeuille show that weights might even be negative and that the estimate therefore 
can be of the wrong sign. Negative weights appear because the phase-in of treatment implies that “late” time periods 
can have a predicted treatment probability above 1. 

 To begin with, the event-study graphs in section 6.2 above show relative stability of treatment effects over time since 
treatment, which implies that even if long-run effects have lower weight, the pooled estimate is likely to be represen-
tative of the average effect.

 Second, de Chaisemartin and D’Hautfoeuille (2020) provide a stata package to test the presence of negative weights 
in the context of group- and time-fixed effects models. I apply this test to the setting in this paper, i.e. the staggered 
difference-in-differences model estimating effects of the compulsory school reform. Using the package that checks 
for negative weights [twowayfeweights], I find that for all 8279 LATE:s for each combination of group and time 
period in my data, weights are positive. As such, the traditional difference-in-differences estimate is likely to be rep-
resentative of the true average in this setting, even though treatment effect heterogeneity at the group level cannot be 
ruled out and might also lead to a biased average effect.

7. Summing up 15 years of research – Evidence based on the Swedish 
compulsory school reform

This section summarizes the papers exploiting the Swedish reform up to date. This turns out to be an impressive list of 
publications, published in many good journals. The papers can roughly be categorized by type of outcome; skills, income, 
health, crime, political decision making, financial literacy and intergenerational effects. Below I present the papers using 
this categorization. Some papers estimate the reduced form of the reform, while others use it as an instrument for years 
of education. I will return to this distinction below.

Skills. One of the basic questions in labour economics asks whether returns to education reflect higher skills and produc-
tivity that come with higher education, or if education purely works as a signal of inherent ability. Before turning to evi-
dence on reform effects on income and other outcomes, I therefore start by presenting evidence on how the reform im-
pacted individual skills. Lager et al. (2017) study how the reform affected mens’ cognitive and non-cognitive skills using 
data from the Swedish military enlistment. The results indicate that the reform raised cognitive skills by 5 percent of a 
standard deviation on average, and effects were larger among sons of fathers in low SES occupations (farmers, unqualified 
manual workers), and inexistent among sons of skilled workers and professionals. This result squares well with those 
presented in 6.4 above, which show that the reform had a larger impact on children from low SES backgrounds. The 
results on non-cognitive skills (emotional control) instead show negative effects on average (of 3 percent of a standard 
deviation), and when splitting by family background it becomes clear that the effect should be attributed to children from 
higher social classes. One possible interpretation of this result is that high SES sons fared worse in terms of non-cognitive 
skills in the comprehensive system, when exposed to a broader peer group. This finding is also in line with evidence from 
the Finnish reform, which indicates negative effects from late tracking on mental health for women from highly educated 
families (Böckerman et al. 2019).
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The effects on skills and later-life outcomes may not only be explained by direct exposure to the reform and skills acquired 
by staying longer in school. As demonstrated by Koerselman (2013), curriculum tracking can have incentive effects for 
students already before the point of tracking: it creates incentives for students to work harder to be admitted to the desired 
track. Koerselman (2013) finds evidence of tracking effects in the U.K. – i.e. that students in the tracked system have 
higher test scores before the point of tracking compared to the non-tracked system. Using the Swedish compulsory school 
reform for a similar analysis however shows no incentive effects for the tracked system.

Finally, the reform might have affected skills through other mechanisms, for example through education spillovers to 
other individuals, or by “protecting” low-performing individuals from dropping out and giving them a second chance. 
Adermon (2013) studies sibling spillovers and finds that an older sibling exposed by the reform did not induce younger 
siblings to stay on longer in school. Fredriksson and Öckert (2013) study effects of school starting age and find that the 
educational achievement gap by school starting age is larger in the pre-reform early tracking system than post reform. 

Income. Meghir and Palme (2005) presented the first reform estimates on earnings. They found a small average effect on 
earnings of 1.4 percent, but effects varied by parental background. Children with low educated fathers gained 3–7 percent, 
where the largest estimate refers to high-ability girls, and children with high educated fathers had non-trivial negative 
earnings effects. In light of the results by Lager et al. (2017) described above, and the literature documenting how im-
portant non-cognitive skills are for long-term outcomes, the negative earnings effects among advantaged children could 
be explained by a loss of socio-emotional skills rather than by a loss of cognitive skills.

More recently, Fischer et al. (2018) re-estimate the effects of the comprehensive school reform. While Meghir and Palme’s 
original sample was based on random samples of two cohorts, Fischer et al. use population data covering cohorts born 
1938–1954 and as such cover almost the whole implementation period. The results confirm a small positive earnings effect 
of the reform on average, but do not lead to the same conclusions when it comes to differences by parental background: 
Fischer et al. find positive effects for both children of low- and high-skilled workers.

Health. More educated individuals have better health – but the causal relationship is debated. Motivated by the quest to 
establish whether there is a causal link between education and health several papers study reform effects on health- 
related outcomes.

Spasojevic (2010) builds on a relatively small survey data set and uses the reform as an instrument for years of education, 
focusing on outcomes measuring self-reported health (BMI and a health index combining information about both minor 
and severe conditions). Spasojevic’s analysis finds that one more year of education leads to a lower ill-health index and a 
higher probability to have a healthy BMI. Lager and Torssander (2012) study reform effects on mortality – they find that 
reform exposure reduced mortality risks after the age of 40. Meghir et al. (2018) study mortality, hospitalization and drug 
prescriptions, but find that the reform did not affect any of these outcomes. Finally, Fisher et al. (2019) study reform 
effects on mortality, self-reported bad health, and smoking and similarly find no effects on these health outcomes. A pos-
sible explanation as to why the results on health and mortality differ between studies is that the two latest studies use 
larger samples and a longer follow-up periods. 

Finally, Palme and Simeonova (2015) study a more specific health outcome:  incidence and mortality of breast cancer – a 
form of cancer positively associated with education and labelled a “welfare disease”. They find that the reform increased 
the risk of women being diagnosed with breast cancer, and lead to an elevated probability of death from breast cancer.

Crime. Individuals engaging in criminal activity are on average low educated and a key policy question is whether educa-
tional interventions can help to protect individuals from a criminal career. Education can raise the returns to legal ac-
tivities, can lead to a different peer group, and also protects individuals directly through the incapacitation effect while 
still in education. 
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Hjalmarsson et al. (2015) study the reform effect through years of schooling on convictions and incarcerations. One ad-
ditional year of schooling induced by the reform decreased the likelihood of conviction by 6.7 percent, and incarceration 
by 15.5 percent among men. Meghir et al. (2012) study reform effects on crime both in the treated generation and among 
their offspring – i.e., the intergenerational effect of the reform on crime. The study finds that the policy reduced crime 
rates both for the targeted generation and among their children. Reform exposure reduced the probability of ever being 
convicted by 5 percent among men born 1954–1955. Sons of exposed men were also affected and had a lower probabil-
ity of ever being convicted.

Political participation. Lindgren et al. (2017) take an interest in the social divide in political participation and ask wheth-
er the comprehensive schooling reform was an effective policy to raise political involvement among individuals from low 
SES backgrounds. The study focuses on political candidacy: it uses information on all nominated and elected candidates 
in six parliamentary, county council and municipal elections in Sweden between 1991 and 2010. The reform signifi-
cantly increased the probability of political candidacy among individuals from working class backgrounds – the impact 
of family background on the likelihood of seeking public office was reduced by up to 40 percent.

Financial decision-making. More educated individuals participate in financial markets – even after controlling for wealth 
or income. Black et al. (2018) ask whether there is a causal link between education and investment behavior, and wheth-
er policies that increase educational attainment also change people’s investment behavior. The study uses the reform as 
an instrument for years of education to analyze the effect of one more year of schooling on stock market participation. 
The results show that one more year of education increases stock market participation among men by 2 percentage points 
(over a baseline of 42 percent), and a suggestive channel explaining this result is greater financial wealth. There is no 
evidence that reform-induced changes in education affected women’s financial decision-making, nor that there were 
spillover effects to children.

Girishina (2019) studies the effects of education on wealth. Using the reform as an instrument for education she finds 
that one more year of schooling increases the value of an individual’s total assets, which is consistent with Black et al.’s 
conclusion.

Intergenerational spillovers. Strong intergenerational correlations are observed on a range of outcomes, such as education, 
earnings, health and criminal involvement. These correlations can be the result of direct causal influences from parents 
to children, through investment behavior or role model mechanisms, but are also explained by other underlying charac-
teristics shared by parents and children that give rise to correlations in outcomes. Because of the difficulty in distinguish-
ing between direct causal spillovers and correlations, the compulsory school reform has offered an opportunity to learn 
something about intergenerational spillovers of exposure to comprehensive schooling on offspring’s outcomes.

Holmlund et al. (2011) study the effects of parents’ schooling on children’s schooling. The intergenerational correlations, 
regressing years of schooling of children on years of schooling of fathers/mothers, yields estimates at 0.23 and 0.28 years 
for fathers and mothers, respectively. Using the reform as an instrument for education, they find that one more year of 
schooling among parents leads to about 0.1 more years in the next generation, which is much lower than the correlations 
in the data. Also Sikhova (2019) shows that the reform affected intergenerational transmissions of human capital.

Lundborg et al. (2014) study intergenerational effects on sons’ cognitive and non-cognitive outcomes, as measured at military 
enlistment at the age of 18. The study uses an IV approach and finds positive effects of maternal education on sons’ cognitive 
ability and a global health index, but no effects of father’s education. The effect magnitudes indicate that one more year of 
maternal schooling increases both cognitive ability and global health by about 0.1 of a standard deviation.

Lundborg and Majlesi (2018) consider that intergenerational transmissions also can run from child to parent. Using the 
reform as an instrument for education, they study how education in the treated generation affects health outcomes among 
elderly parents. If more education provides children with better resources to care for their elderly parents, it is possible 
that parental health will be affected. On average, the reform-induced changes in years of schooling do not affect parents’ 
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longevity, but there is some heterogeneity suggesting that low educated fathers are positively affected by their offspring’s 
education – they exhibit higher survival at age 70–80 when their children are exposed to longer compulsory education.

Nybom and Stuhler (2016) study trends in intergenerational mobility and ask how such trends should be interpreted: 
changes in mobility can be the result of current policies, but can also be explained by events in the past that have dy-
namic effects on mobility over several generations. As an example, a shift towards a more meritocratic society increases 
mobility when highly skilled children from poor families are rewarded for their skills rather than their background. In 
the next generation however, it is possible that mobility declines again, since skills are passed on from parents to their 
children. To illustrate their structural model, Nybom and Stuhler show that individuals exposed to the Swedish compul-
sory school reform exhibit higher intergenerational mobility, but that the reform decreased mobility in the next generation.

7.1 IV and the exclusion restriction

 The reform extended compulsory education, but also implied changes to the curriculum, affected tracking, and 
consequently the peer group composition. The effects of the reform on future outcomes should therefore be inter-
preted as the total (net) effect, incorporating all possible channels through which reform exposure affected outcomes. 
Despite this, a number of the papers mentioned above use the reform as an instrument for years of education (see 
e.g. Spasojevic 2010, Lundborg et al. 2014, Hjalmarsson et al. 2015, Black et al. 2018, Lundborg and Majlesi 2018), 
although the exclusion restriction is unlikely to hold. If we are primarily interested in understanding the effects of 
the Swedish reform on a variety of outcomes, the reduced form vs. IV distinction may not be so problematic – we 
can in most cases back out the reduced form, and the main question is to identify whether there is a significant effect, 
its sign, and which subgroups are mostly affected. Using the reform as an instrument for years of schooling is more 
problematic when we start interpreting the effect as caused by years only, and when comparing the estimates with 
those in the literature on returns to schooling. The estimates based on the Swedish reform are unlikely to be compa-
rable to those of other studies both because the exclusion restriction is unlikely to hold, and because the compliers 
come from the lower tail of the education distribution. If there are heterogeneous treatment effects, it is not clear that 
we can compare studies using compulsory schooling reforms with those using e.g. college openings as instruments 
for years of schooling.

8. Conclusions

This paper demonstrates how a natural experiment can be used to estimate causal effects. The Swedish compulsory school 
reform was implemented gradually across cohorts and municipalities, which under certain assumptions makes it possible 
to estimate causal effects of the reform. Many papers have used differences-in-differences specifications to estimate effects 
of the reform on a range of outcomes, showing that extending basic education provided children from low socioeco-
nomic background with better opportunities in life. Not only did they attain higher levels of education – they also earned 
higher earnings, were less likely to participate in crime, and more likely to run for office. But there is also some evidence 
in support of the notion that a comprehensive system could be harmful to high ability children. Meghir and Palme (2005) 
found negative earnings effects for high SES groups, although this result is not replicated by Fisher et al. (2018). Evidence 
both from Sweden (Lager et al. 2017) and Finland (Böckerman et al. 2019) indicate negative effects of comprehensive 
schooling on non-cognitive skills for children from higher socioeconomic backgrounds. The reform had winners and 
losers, but it undoubtedly reduced inequality. 

Earlier academic work has argued that the reform was a failure, on the account that recruitment to tertiary education 
dropped among youth with working-class backgrounds for cohorts affected by the reform (Rothstein 1996).8 But this 
conclusion does not account for the possibility that the counterfactual outcome could have been even less encouraging 

8 Earlier work with a different conclusion regarding the reform outcome is Erikson (1996) who found that the introduction of the comprehensive school 
coincided with reduced social inequality in education.
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from an equality point of view and highlights the importance of rigorous evaluation methods. As I have shown in the 
empirical part of this paper, the reform increased the probability that children stayed in school beyond compulsory level, 
and this effect is twice as large for children from low educated families compared to high educated families. The reform 
also reduced the gap in cognitive skills between children of different social background.  In this light, the reform must 
be considered successful in reaching its objective of reducing social inequalities. □
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APPENDIX

A.1 Reform coding for register data
There are two independent ways to obtain a reform code to attach to register data, one is to use available documentation 
on when the reform was in place, the other is to deduce it from a register-based data set of large sample size.

A.1.1 Reform coding based on documentation [CODING 1]
To obtain a complete code of the implementation of the nine-year comprehensive school, I have, with help from Anders 
Björklund, Valter Hultén and Mikael Lindahl, used two main sources:

a. Marklund and the National Board of Education
Marklund (1981) provides a list with the quantitative development of the reform from 1949/50 to 1960/61. This docu-
mentation states which municipalities (or which parts of a municipality) that entered the assessment programme each 
year. However, Marklund (1981) does not list which grades that were exposed to the reform, in each municipality and 
each year. This information is available in the yearly publications that the National Board of Education published during 
the course of the trial period (Aktuellt från Skolöverstyrelsen 1953-1962). These publications summarized many of the 
aspects of the ongoing educational development, one of which was the participating municipalities and also which grades 
that were subject to the reform. These publications together cover the years 1951/52 to 1960/61. It is noteworthy that 
these two sources, Marklund and the Board of Education reports, in general coincide in terms of municipalities listed. 
There is one difference in that the yearly publications from the Board of Education list a few more municipalities as 
participating in the reform than what is mentioned in Marklund.

In the guidelines for the reform assessment, it was stated that only pupils in grades 1 through 5 would be subject to any 
changes. Therefore the above information from Marklund and the Board of Education, that covers almost the whole as-
sessment period with the last year being 1960/61, makes it possible to assign whether individuals born in 1938 to 1949 
were subject to the reform or not (the 1938 cohort was the first one to be affected, 1949 is the cohort of 5th graders in 
1960/61). From 1961/62 these sources do not tell us what is going on, but we know for sure that pupils in 6th grade and 
above should not be subject to any changes. Therefore, we can code the cohort of 6th graders in 1961, and older pupils 
(the 1949 cohort and older), but for younger cohorts there could be changes from 1961 an onwards that are not captured 
by these sources.

b. The Educational Bureau (1960–1964) and Statistics Sweden (1968–1969)
When the final decision about the complete introduction of the new school was taken, in 1962, the experimental period 
also came to an end. Now, municipalities were required to implement the reform, but a transition period allowed them 
to postpone the implementation, however no longer than until 1969. Thus, also in the early 1960s there is some variation 
in reform implementation, affecting cohorts born from 1950 an onwards. Marklund (1981) and the publications from the 
Board of Education were mainly concerned with the assessment programme, and thus they do not document reform 
implementation in the 1960s. To use the variation in compulsory schooling legislation for the 1950s cohorts, it is possible 
to trace reform implementation in the early 1960s from municipality tables from Statistics Sweden (1968, 1969) and from 
the Educational Bureau (Undervisningsbyrån) (1960, 1961/62, 1963/64). For each municipality, the tables from the Edu-
cational Bureau give the number of pupils in each grade in both the old school (folkskolan) and the new nine-year com-
prehensive school (grundskolan). From such a table it is possible to see in which grade and year the implementation took 
place. See the examples following below.
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Example 1

Municipality m in year t, cohort size is around 500.

Grade 1 2 3 4 5 6 7 8 9
Type of school Nr of pupils

Folkskola (old) 0 500 500 500 0 500 500 0 0

Grundskola (new) 500 0 0 0 500 0 0 0 0

Municipality m in year t+1

Grade 1 2 3 4 5 6 7 8 9
Type of school Nr of pupils

Folkskola (old) 0 0 500 500 0 0 500 0 0

Grundskola (new) 500 500 0 0 500 500 0 0 0

Municipality m in year t+2

Grade 1 2 3 4 5 6 7 8 9
Type of school Nr of pupils

Folkskola (old) 0 0 0 500 0 0 0 0 0

Grundskola (new) 500 500 500 0 500 500 500 0 0

Municipality m in year t+3

Grade 1 2 3 4 5 6 7 8 9
Type of school Nr of pupils

Folkskola (old) 0 0 0 0 0 0 0 0 0

Grundskola (new) 500 500 500 500 500 500 500 500 0

From these tables it is possible to conclude that the cohort of 5th graders in year t, that is, the cohort born in t-11, is the 
first cohort in municipality m, to be affected by the reform. All younger birth cohorts were also affected (since even if 
you were in grades 2–4 in year t, you would eventually reach grade 5 and thus be phased into the new school).

Example 1 is a stylized example, in reality the tables year-by-year might look either as in example 2 or 3 below.



4848

J o u r n a l  o f  t h e  F i n n i s h  E c o n o m i c  A s s o c i a t i o n  1 / 2 0 2 0

Example 2

Municipality m in year t

Grade 1 2 3 4 5 6 7 8 9
Type of school Nr of pupils

Folkskola (old) 0 500 500 500 250 500 500 0 0

Grundskola (new) 500 0 0 0 250 0 0 0 0

Municipality m in year t+1

Grade 1 2 3 4 5 6 7 8 9
Type of school Nr of pupils

Folkskola (old) 0 0 500 500 0 250 500 0 0

Grundskola (new) 500 500 0 0 500 250 0 0 0

In this case, it is not clear which cohort that should be assigned as the first reform cohort. Is it the cohort in 5th grade in 
year t or in t+1? In these cases the reform implementation has been set to start when at least half of a cohort is facing the 
reform. However, it is clear that the coding here will introduce some measurement error.

Example 3

Municipality m in year t

Grade 1 2 3 4 5 6 7 8 9
Type of school Nr of pupils

Folkskola (old) 0 500 500 500 0 500 500 0 0

Grundskola (new) 500 0 0 0 500 0 0 0 0

Municipality m in year t+1

Grade 1 2 3 4 5 6 7 8 9
Type of school Nr of pupils

Folkskola (old) 0 0 500 500 0 0 0 0 0

Grundskola (new) 500 500 0 0 500 500 500 0 0

This example shows that the tables are not always coherent between years. In year t, it looks like the first cohort is the 
fifth graders in t, whereas in year t+1, it seems like the first cohort is the one of 7th graders in t+1. In these cases, the 
information on which cohort entered first is taken from the last table that reveals a shift between the old and the new 
school (in the light of the example above, it would be the 7th graders in year t+1, that is the cohort born in t+1-13).

Note that the first table from the Educational Bureau is from 1960/61, which means that municipalities that introduced 
the reform very early cannot be coded using this second source of information. That is, in the case all pupils in grade 1 

H e l e n a  H o l m l u n d
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through 9 were already in the new school in 1960, it is not possible to see when the shift took place. In those cases, we 
rely solely on the first source (Marklund). Luckily, there is some overlap between the two sources: for 158 municipalities 
I have obtained a coding from both Marklund and the Bureau. In 9 out of 158 cases, the coding differs between these 
sources, and in those cases, I have used Marklund.

In some cases we know from Marklund that a municipality introduced the reform in different parts of the municipality 
at different points in time. If these were early implementers, the statistical tables do not reveal when the majority of the 
pupils in a municipality were shifted into the new system. In that case, Marklund states which school district, or which 
schools within a municipality that introduced the new school, it is possible to assign these schools to a sub-region of the 
municipality (a parish). There are however, a few municipalities where we know that the reform was introduced gradu-
ally, but there is no information on which schools or which part of the municipality. These municipalities cannot be 
coded and must be dropped from the sample: Hälsingborg, Jönköping, Linköping, Skellefteå, Sundbyberg and Södertälje.

The three big cities, Stockholm, Göteborg and Malmö, are also problematic to code. They implemented the reform at 
different points in time in different parts of their municipalities, and the coding has been constructed as follows (note 
that information on parish is necessary)9: 

Stockholm. From the statistical tables from the Educational Bureau, it is clear that in 1962, the whole cohort of 8th grad-
ers (the 1948 cohort) was shifted into the new comprehensive school. However, reform implementation had started 
gradually earlier, at first in the southern suburbs of Stockholm. Based on information on parish of residence, the south 
suburbs can be dropped, and the change that affects (approximately all the rest) of Stockholm can be coded and the first 
cohort affected is set to 1948.

Göteborg. The first cohort where all pupils are in the new school is the 1950 cohort. Early implementing parishes are 
dropped.

Malmö. The first cohort where all pupils are in the new school is the 1949 cohort. Early implementing parishes are 
dropped.

The procedure outlined above allows me to find the first cohort affected by the reform in almost all municipalities. Some 
could not be coded due to ambiguity as to which part of the municipality implemented the reform (mentioned above). 
Yet another three municipalities could not be coded, simply because they did not show up in the statistical records: 
Fjälkinge, Svarteborg and Sörbygden. 

A.1.2 Reform coding deducted from large-sample register data [CODING 2]
With a large enough sample, it is possible to adopt the following strategy to find out when a municipality implemented 
the reform: split the sample (randomly) in two parts (in this paper 60/40 percent, sampling by municipality to maintain 
proportions at the group level). I use the 60 percent sample to identify the reform date, and 40 percent for estimation. 
Within the 60 percent sample, I drop all individuals with education higher than the new compulsory minimum (grunds-
kola), using the information on completed education levels in Statistics Sweden’s education register. Now we are left with 
only observations of the old minimum (folkskola) and the new minimum (grundskola). Assign a dummy equal to one for 
the new comprehensive school. Collapse this data by birth cohort and municipality, and look at the average of the com-
prehensive school dummy for each cell. With a clean-cut implementation, we should observe that within a municipality, 
the average shifts from 0 to 1 between two specific cohorts, and this is when the reform is implemented. In reality, the 
cohort-to-cohort changes are not always so clean, and one can assign a reform to cohorts where the cohort/municipality-
average of the compulsory school dummy is >=0.5.

9 Assigning the reform based on information of parish of residence is an approximation, where I map a given school (or school district) to the parish/es in 
which it lies. 

H e l e n a  H o l m l u n d
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With this procedure it might be the case that you assign the reform to cohort t, but in cohort t+1 the dummy average is 
<0.5 and for cohort t+2 it shifts back to >=0.5. In the empirical part of this paper I have, in the case I observe more than 
one shift, assigned the reform to the shift that never moves back below 0.5.

Note also that some municipalities did not implement the reform uniformly within itself; most notably this was the case 
in the big cities. To arrive at a cleaner definition I therefore drop “early implementing” parishes in the big cities, and 
other unclear parishes/municipalities where it is known that implementation was gradual (see coding 1 above). 

H e l e n a  H o l m l u n d
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A global CO2 price – Necessary and sufficient

John Hassler 
Institute for International Economic Studies (IIES) 

at Stockholm University

Abstract

During the last 10 years, I have spent most of my research time on the economics of climate change. Basically all of it has 
been done together with my colleagues Per Krusell at IIES and Conny Olovsson at Sveriges Riksbank. Being a truly cross-
disciplinary field, the close interaction with many natural scientists, in particular Jonas Nycander at the department of 
meteorology at Stockholm University has been an absolute necessity. In this article, based on a talk at the Finnish Eco-
nomic Association annual conference in February 2020, I summarize what we have learned over the years. Hopefully it 
can be of value to other researchers and policy makers. In any case, I am convinced that economics is key for understand-
ing what to do about global warming. The key conclusion is that a global agreement on a (minimum) price on fossil 
carbon emission is necessary, sufficient and efficient solution to limiting climate change.
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The natural science background 

Without the inflow of sunlight, life on earth as we know it would be impossible. On average over time and geographic 
space, earth receives an inflow of energy from the sun of 340 W/m2. For earth not to accumulate heat, an equal amount 
has to flow out from earth into space. We call the account of these aggregate flows earth’s energy budget. When the bud-
get is balanced, in- and outflows are equal, and no heat is accumulated. 

The inflow of energy is largely in the form of visible light. Apart from a third of the outflow (being direct reflection of 
visible light), the outflow is instead largely in the form of infrared radiation. Sunlight passes easily through the atmosphere, 
but this is not the case for infrared radiation since the atmosphere contains greenhouse gases which trap the infrared 
radiation. The most important greenhouse gases are water vapor, carbon dioxide (CO2) and methane. Human activities 
have increased the amount of CO2 and methane in the atmosphere. This creates a surplus in the energy budget by reduc-
ing the outflow.1

A surplus in the energy budget leads to accumulation of energy in the form of heat – the temperature increases. As the 
temperature increases, more energy is emitted from earth to space and eventually, budget balance is restored, but at a 
higher global temperature. 

Modern models incorporating both the carbon circulation2 and how changes in the energy budget affect the climate have 
been shown to imply that the global temperature increase is proportional to the accumulated amount of fossil carbon that 
is emitted since we started emitting (Matthews et al., 2009). A key feature behind this result is that a substantial share of 
carbon stays in the atmosphere for thousands of years. Methane, on the other hand, while being a highly potent greenhouse 
gas, only stays in the atmosphere for a short time (most is gone after a few decades). Thus, in contrast to CO2, the warm-
ing effect of methane depends on the flow of emissions, not the accumulated amount. 

Although the models agree on the proportionality between accumulated emissions and the increase in temperature, they 
do not agree on the proportionality factor (sometimes called CCR – Carbon Climate Response). A key explanation for 
this disagreement is that science is still unsure of how cloud formation is affected by emissions from fossil fuel. Changes 
in when and where clouds are formed are important for whether the direct effect of CO2 on the energy budget is damp-
ened or reinforced. Due to this (and other) feedback mechanisms that are difficult to quantify, there is a large range of 
uncertainty regarding the proportionality factor between accumulated emissions and global warming. UN’s climate 
panel IPCC suggests a likely interval of 0.8 – 2.5 degrees C per TtC 3. This is a very large degree of uncertainty. To see 
this, note that we have so far globally emitted close to 0.6 TtC since we started some 150 years ago. If the proportional-
ity factor is 0.8, we can emit three times as much as we have done so far before reaching an increase of 2 degrees global 
warming. At the current rate of emission of approximately 0.01 TtC per year, this would take a couple of hundred years. 
If, on the other hand, the proportionality factor is in the upper end of the interval, we can only emit 0.2 TtC more if we 
want to stay below 2 degrees. This amount would be emitted in 20 years at the current emission rate. 

The increase in the global mean temperature is a key summary measure of climate change. However, climate change is 
obviously enormously multi-faceted. The same is true of the consequences for human welfare. The direct effect of climate 
change might be small or even positive in some parts of the world, for example in the Nordic countries. In other parts of 
the world, often densely populated, climate change may have catastrophic consequences. Also the uncertainty about the 
consequences of climate change and the possibility to adapt to it is very large and in the same order of magnitude as the 

1 More CO2 in the atmosphere implies that the altitude at which heat radiation can “escape” the atmosphere is pushed outwards towards colder layers of 
the atmosphere. Since the amount of energy radiated depends on the temperature, less energy is emitted. More CO2 thus works like putting on a thicker 
blanket on earth. The first to quantify the relation between CO2 in the atmosphere and temperature was Svante Arrhenius (Arrhenius, 1896).

2 The circulation of carbon between different carbon reservoirs (carbon sinks) such as the atmosphere, the biosphere and the oceans.

3 Terraton carbon, i.e., 1000 billion ton carbon. Since burning one ton of carbon produces 3.67 tons of CO2, these numbers can easily be expressed in CO2 
units.
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natural science uncertainty about the CCR. The death of our civilization as a consequence of climate change is science 
fiction, but cannot be ruled out on logical or scientific grounds. 

Economics and economists are needed

Most researchers who are active in the area of climate change are natural scientists. However, economists are needed to 
provide key answers to the questions about how to reduce emissions. If it were the case that the reasonable response to 
the climate change problems was to impose a global, total and immediate ban on fossil fuel, economists would not be 
required. Arguably, however, such a medicine would kill the patient and cannot be prescribed. Instead fossil fuel needs 
to be phased out over time and perhaps at different speeds in different parts of the economy and differentially for differ-
ent fossil fuels. Doing this by central planning where the emissions of each emitter is prescribed by a global emission 
agency is not practical, to say the least. 

Instead we need to realize that emissions are the consequences of economic activities such as consumption, investment, 
and production. Behind these activities are humans and firms that make decisions, largely on markets. How such decisions 
are made and how they can be affected by various policies is what economists study. 

A key economic lesson going back to the work of Pigou exactly 100 years ago is that markets will not deliver good out-
comes when there are externalities (Pigou, 1920). With this we mean a situation where an activity on a market has direct 
consequences for other parties than the ones involved in the transaction behind the activity. Emission of CO2 is a perfect 
example of such an externality. When I ride my motorcycle and burn the gasoline I bought at the gas station, the emitted 
CO2 quickly (time scale of weeks) spreads in the global atmosphere and affects the climate everywhere and for a very long 
time. These effects are not part of the price I pay for the gasoline unless there is policy that makes me pay for them. 
Without a price that makes me pay for the externalities, the market fails to deliver the socially right outcome. I use too 
much gasoline. 

An alternative way of describing the market failure is to note that the atmosphere’s capacity to absorb CO2 is a resource 
in limited supply. If this resource is free to use for everyone, we will get overuse in the same way as free access to the fish 
in the ocean or trees in the forest leads to overuse. Economist call this phenomenon the Tragedy of the Commons.

It is sometimes claimed that the causes of our problems with climate change is economic and/or population growth. Is 
this correct? Well both yes and no. No since the root cause of the problem is the lack of a price on emissions – the atmo-
sphere capacity to absorb CO2 is freely up for grabs. Yes since growth exacerbates the negative consequences of the ab-
sence of a price on emissions. Again, this is very similar to the case of fish in the oceans. We get overfishing if everyone 
is allowed to fish as much as they want without a price or a fishing quota. But the amount of overfishing certainly in-
creases with growth in technology (larger boats), in population and GDP. However, the solution to the problem is not to 
go back to small fishing boats bound to the coastlines. It is to regulate the fishing industry with prices or quotas. The 
same thing is true for CO2 emissions. 

Integrated assessment models

One hundred years ago, Arthur Pigou provided the key conceptual insight required to understand what to do with the 
externalities – a price equal to externality must be imposed on the agents who control the activity leading to it. However 
ingenious Pigou’s idea was, it is not sufficient to give policy advice. For this, we need quantitative answers about how 
high the price should be. To provide incentives for policy makers to follow our advice, we need to show what happens 
under different, also suboptimal, polices. For this, we need what is called Integrated Assessment Models, IAM’s. William 
Nordhaus received the Nobel Economics Prize in 2018 for being the first to construct such models. 
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IAM’s consist of three modules. 

1. A carbon circulation module that describes the circulation of carbon between different carbon sinks such as the at-
mosphere, the biosphere and the oceans. 

2. A climate module. This is built around the energy budget described above and describes what happens with various 
aspects of the climate over time when there is a budget imbalance. 

3. A global economy module where production, consumption and emissions are determined and climate damages in-
curred.

The modules are linked in the following way; in the economy module a dynamic path of emissions of CO2 are determined 
together with a number of other variables like income, production, consumption and investment. Emissions enter as an 
input to the carbon circulation module. There, a path of atmospheric CO2 concentrations is determined. This becomes 
the input into the energy budget in the climate module in which the dynamics of the climate is determined. Finally, to 
close the loop, the climate is affecting the economy that incurs various damages caused by climate change.

All IAMs are built in this way, but they of course differ with respect to e.g., the degree of complexity of the various mod-
ules. Regardless of this, all modules need to be consistent with observations and our understanding of how the world 
works. This is of course as important when it comes to the economy as it is for the natural science modules.

In previous work (Golosov et al., 2014) we constructed an IAM based on the fundamental contributions by Nordhaus 
(Nordhaus, 1994). We used it in particular to provide a simple formula for the optimal price on emissions. Key factors 
that determine the optimal level are how sensitive the climate is to emissions, how long carbon stays in the atmosphere 
and how damaging climate change is for human welfare. As described above we unfortunately have quite limited knowl-
edge of these factors. Another important factor in determining the optimal level of the tax is how much we discount the 
welfare of future generations. Here, the ambiguity is due to the fact that we all can have different opinions on how to do 
this discounting. 

In more recent work (Hassler et al., 2018 and 2020), we have used the model to address more positive questions. In those 
papers, three conclusions are drawn. 

First, already a modest global price on emissions is effective in curbing climate change. Already an emission price of 
around 20 dollar per ton of CO2 has strong effects on emissions and is in the main calibration sufficient to keep the tem-
perature under 2 degrees during this century. Since a liter of gasoline produces around 2.3 kg of CO2 an emission price 
of 20 dollar per ton amounts to only 4.6 euro cents per liter of gasoline. In figure 1, we show the effect on global warming 
over time for different emission prices. The main case is the 20 dollar price. Note, however, that in all simulations the 
price grows over time in at the same rate as global GDP. In Golosov at al. (2014), we show that this is optimal. 

The lion’s share of the effect on emissions in the model does not come from reductions in oil consumption but from coal. 
In sharp contrast to conventional oil, the market price of coal is close to the cost of extraction and the long-run elasticity 
of supply is high. Thus, even a small tax on emissions can make a lot of coal based energy unprofitable. This is fortunate, 
because also in contrast to conventional oil and gas, coal reserves are huge and most of it must stay in ground for any 
reasonable climate target to be met. Conventional oil instead, exists in limited supply and the model result clearly indicates 
that it is likely that it is socially optimal to use it also when the climate externalities are taken into account. I will return 
to this issue below.
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An important qualification needs to be made here, however. For a modest tax to be effective, it has to be global. If, for 
example, China is allowed to continue using unpriced coal it becomes practically impossible to reach any climate goals. 
Even if the rest of the world implements a tax 20 times higher than the 20 dollar per ton discussed above it cannot com-
pensate for the high emissions of China. Similar results accrue if fast growing regions like India or Africa are left out of 
an agreement on carbon pricing. 

The second conclusion we draw is that subsidies to the development of cheap green energy is not likely to be an effective 
substitute for carbon pricing. In Figure 2, we show the consequences of a few experiments. The first is to subsidize tech-
nological improvements of green energy so that its price falls by 2% per year. At the same one manages to make the price 
of coal increase by 2% per year, either by a tax or by stopping technological advances in the coal industry. The conse-
quence of this experiment is represented by the green line in Figure 2. As we see, global warming is very similar to the 
case of a moderate global tax represented by the dashed red curve (being the same as blue curve in figure 1). The second 
experiment is to only make green energy cheaper. This is represented by the thin black curve. As we see, this does not 
help the climate at all. 

The reason for the result that cheaper green energy is unable to limit climate change is that the aggregate substitutability 
between different sources of energy is fairly low. Based on empirical surveys we set the elasticity of substitution to 0.95. 
This implies that cheaper green energy leads to more use of it, but it does not reduce the consumption of fossil based 
energy. So far, this is what we have seen globally. The use of green energy increases fast, but does not seem to drive out 
the use of fossil energy unless it is taxed. 

There are many reasons for the, perhaps surprising, finding that the elasticity is not higher. One is that that green energy 
in the form of wind and sun, in contrast to fossil based energy, is non-controllable. This implies that the larger the share 
of wind and sun in the energy mix, the more negative becomes the correlation between price and production. The price 
is low when the sun shines and the wind blows. Therefore, a higher share of wind and sun reduces its profitability relative 
to controllable alternatives. Clearly, technical development in storage and demand flexibility may lead to higher substitut-
ability. The hope that this will be sufficient for cheap green energy to drive out fossil energy without taxes seems fragile.

The third and final conclusion addresses the huge uncertainty described above. A traditional calculation of the optimal 
tax requires that a probability distribution is assigned to uncertain parameters like the response of the climate to accu-

Figure 1. Global warming for different emission prices.
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mulated carbon emissions. Natural science cannot provide reliably such distributions since the uncertainty comes from 
the fact that different models yield different results and no one knows which is the right model. 

However, we argue that IAM’s can provide valuable information also in a situation of such Knightian uncertainty. To il-
lustrate this we note that given the large uncertainty, any chosen policy will ex-post turn out to be sub-optimal with 
probability one. But, all policy mistakes are not equally costly and the model can be used to evaluate this. A good policy 
recommendation in a situation of large uncertainty is to choose a policy that is robust, i.e., it is producing outcomes that 
are relatively insensitive to the things one is uncertain about. 

Our simple application of this idea is to calculate the consequences of two policy mistakes. The first is to hope for the 
best and set a low carbon price that is optimal if the climate sensitivities to emission are low and climate damages are 
small. The policy mistake is realized ex post, when it turns out that climate sensitivities are high and climate damages 
large so that a high carbon price should have been chosen. The second policy mistake is the complete opposite. A high 
carbon price is chosen but ex-post it is realized that this was unnecessary since the climate sensitivity and climate dam-
ages are small.

To operationalize these ideas, we set the low climate sensitivity to the value at the lower end of the interval given by the 
climate panel IPCC.4  Similarly, we set the high climate sensitivity to the value at the high end. Furthermore, we use a 
survey (Nordhaus and Moffat, 2017) of studies on global climate damages to get a similar range of the likely degree of 
damage sensitivity to climate change (see Hassler et al., 2018 for details). We use the end-values in this interval to gener-
ate a high and low economic sensitivity. In the best of cases, the climate sensitivity is low and the economic damage 
sensitivity is also low. If this turned out to be right, the optimal tax is low, according to our calculations only 6.9 USD per 
ton carbon (1.9 USD per ton CO2). In the opposite case, high climate sensitivity and high economic damage sensitivity, 
the optimal tax becomes 264 USD per ton carbon (72 USD per ton CO2). The first policy mistake is now to set the tax 
to 6.9 USD per ton carbon, while parameters are such that 264 USD is optimal. The second is to set it to 264 USD per 
ton carbon, while the right tax is 6.9. 

4 We use another measure of climate sensitivity than the one discussed above, namely the increase in the global mean temperature associated with a doubling 
of the atmospheric CO2-concentration. IPCC’s likely range for this value is 1.5 to 4.5 degrees C. See Hassler et al. (2018) for details. 

Figure 2. Global warming for different price paths of green and fossil energy.
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What we find is that these two types of policy mistakes have very different costs. The first, setting a low carbon price 
while a high turned out to have been right has much larger negative consequences than the opposite. Figure 3 depicts the 
cost of the two policy mistakes over time measured as a share of aggregate global consumption. As we see the costs are 
very different.

Note also that this is the cost of the policy mistake. In addition, welfare is of course much lower if the sensitivities are 
high for a given policy. The conclusion is therefore that an ambitious climate policy is a good insurance. It does not cost 
much if it turns out you don’t need it but it is very good to have if you do. It should be noted, however, that the argument 
relies on using a global carbon price as the climate policy. One can certainly think of climate policies that achieve the aim 
of climate neutrality in very expensive ways. In this case, the precautionary argument for the policy does not fly.

Timing of fossil fuel phase-out

In the longer run, say during this century, all fossil fuels needs to be phased out. In this section I will discuss the question 
which order fuels should be phased out and how we should over time allocate a given amount of emissions across differ-
ent fuels. A way to analyze this question is to think about what would happen to the use of different fuels if a tax that 
corrects the emission externality were to be introduced. Fuels that remain profitable when the correct tax is introduced 
are by construction socially valuable to use. Their private values are larger than the damages they incur. The opposite is 
true for fuels that cannot bear the correct tax without becoming unprofitable. 

As discussed above, the level of the optimal tax on carbon emissions depends on highly uncertain parameters and is 
therefore very hard to pin down. However, the analysis does not require a precise value of the tax. Coal for heat and 
electricity production is unprofitable also under very modest taxes. The current price of emissions allowances in the  
EU-ETS, around 25 euros per ton of CO2 equivalent to approximately 6 euro cent per liter gasoline, makes coal unprof-
itable. Even in the US, the coal industry is unprofitable. Since 2011, the Dow Jones U.S. Coal index is down 99%. Despite 
the supposedly coal-friendly policies of Donald Trump, the index fell by 70% during 2019 and another 70% this year. 

Conventional oil and gas are different. Even the high taxation of fossil fuels for transportation in Western Europe is 
clearly not making the sale of diesel and gasoline unprofitable. It certainly affects consumption and spurs the development 

Figure 3. Costs in terms of lost consumption for two types of policy mistakes
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of alternative green technologies. However, it is likely that conventional oil production will be profitable also with a 
carbon tax in line with the Swedish applied globally.5

Unconventional sources of oil and gas (e.g., from fracking, arctic reserves and tar-sand) are more sensitive to taxation. It 
is likely that a tax like the Swedish, and perhaps also lower rates, would make them unprofitable and take away the incen-
tives to develop new techniques for using currently unprofitable sources of fossil fuel. 

The conclusion from this somewhat informal analysis is that coal is the fossil fuel that should be phased out first and that 
most of the remaining reserves of it should stay in ground. Conventional oil and gas should be used, probably until we run 
out of it.6 Unconventional reserves should stay in ground and new technologies for using them should not be developed. 

My simple analysis can be done more elaborately. An example is McGlade and Ekins (2015). They calculate the optimal 
differential phase-out of coal, gas and oil under an emission budget that (with some probability) keeps global warming 
below 2 degrees C. The result of their analysis is depicted in figure 4.

Conclusion and policy advice

Let me end the discussion by drawing some conclusions relevant for policy makers based on the research done by me and 
my colleagues, as well as many others. 

1. A global agreement on a (minimum) price on fossil carbon emission is necessary. In fact it is also likely to be sufficient 
to curb climate change. So far, international negotiations have focused on country-specific quotas. The issue of an 

5 As a back-of-envelope calculation, we can note that a barrel of oil contains around 115 kg of carbon, producing 420 kg of CO2 when burnt. The Swedish 
carbon tax of around 100 euros per ton CO2 implies a tax in the order of 40 euros per barrel. This is sizeable, but in the same order of magnitude as the cost 
advantage of conventional oil over more unconventional sources.

6 Who should use the conventional oil and gas is another question. On equity grounds, one could argue that we in the west should leave the oil for consum-
ers in China, India and Africa.

Figure 4. Optimal phase-out of oil, natural gas and coal. 
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agreement on a price has not seriously been at the negotiation table. Clearly, coming to such an agreement is not easy, 
but other ways are not likely to be easier.

 How the price is implemented, with a tax or tradable emission allowances is not important to agree on. Neither is 
what is done with the revenue from the system. Our emission trading system EU-ETS is after the latest reforms in 
2018 a show case. It shows that also a large region of quite heterogeneous countries can come to an agreement on an 
effective climate policy based on a price of emissions.

2. Coal is the main climate issue, neither oil nor gas. Unless we manage to convince the Chinese to phase out their coal 
dependence and make sure India and Africa don’t follow the same coal intensive development path, we cannot solve 
the climate problem. 

3. National climate policies must be designed with a global perspective in mind. Many well-intended national climate 
policies only move emissions to other countries. Such polices are fruitless and risk taking the focus away from the 
global issue. Certainly, rich countries like Sweden and Finland can affect others by being front-runners. A clever and 
cost-effective transition to climate neutrality that can be used in other countries is likely to be spur more followers 
than a costly one.

4. Subsidies to green technology may be a valuable complement to pricing of emission by facilitating the change, but it 
is not a substitute. Subsidies to technologies that can be used in other countries to de-carbonize are valuable. How-
ever, subsidies should not be used for technologies that are not scalable and only helpful for reaching national emis-
sion targets. 

5. Limiting climate change to say, 2-2.5 degrees Celsius does not have to be expensive and should likely not lead to large 
global damages although regional climate damages can be devastating. Ill designed and uncoordinated climate policy 
may be excessively costly. □
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1. Introduction

The effect of taxes and benefits on labour supply is a central topic in economics. Working entails loss of leisure, which 
individuals trade off against the monetary reward from working. Therefore, financial incentives matter for the labour 
supply decisions of individuals. The labour supply decision consists of the intensive and extensive margins. The intensive 
margin is the choice of hours of work, given that the individual is working. In this case, the marginal tax rate is what 
matters. The extensive margin, which is the subject of this paper, concerns the choice of working or staying out of the 
labour force completely, i.e., the participation decision.

Both taxes and social benefits matter for the participation decision and these are summarized by the participation tax 
rate. Theoretically, a higher participation tax rate leads to a lower rate of labour force participation and employment. The 
strength of this response is measured by the participation elasticity, which shows the percentage increase in labour force 
participation when the financial gain from work (the difference between after-tax wages and out-of-work benefits) in-
creases by one percent.

This paper surveys the literature that uses quasi-experimental methods to estimate the participation elasticity.3 Quasi-
experimental methods use natural experiments and non-structural econometric methods, such as difference-in-differenc-
es, regression discontinuity design and instrumental variables, to estimate plausibly causal elasticities. 

There is a larger and older structural labour supply literature which we do not survey, as it has been extensively reviewed 
several times before.4 Researchers have increasingly moved to using quasi-experimental methods because the older lit-
erature, which typically uses cross-sectional data, suffers from potential internal validity problems: Strong assumptions 
are needed in order to give the estimated elasticities a causal interpretation. People with higher (potential) after-tax 
wages participate in the labour force to a greater extent, but this may be caused by unobserved tastes for work. If highly 
motivated people are more inclined to work and also have higher earnings potential (conditional on observed covariates), 
elasticity estimates from cross-sectional studies will be biased upwards.

While studies using a structural approach are often criticized on the issue of internal validity, quasi-experimental studies 
may be weaker in external validity – the concern that results from any given research design only applies to the specific 
context of that study. The way to deal with this issue, argue Angrist & Pische (2009), is the accumulation of more evidence 
from different contexts, so that more general conclusions can be drawn, with some claim to external validity. This critique 
highlights the need for literature reviews, such as this one, in order to find policy-relevant parameter estimates.

We are aware of only one previous survey of the quasi-experimental extensive margin literature: Chetty et al. (2013), which 
cites 15 papers.5 We improve upon Chetty et al. (2013) by including a larger number of papers (35) and more recently 
published studies. In addition, we are stricter in what we deem to be quasi-experimental methods. We also only include 
papers that use policy as identifying variation (excluding papers that rely on before-tax wage trends, for example). This 
leads to our exclusion of eight of the studies in Chetty et al. (2013). Our motivations for each paper are stated in the ap-
pendix.

Of the 35 papers, about half use difference-in-differences methodology, for example comparing mothers benefiting from 
an in-work tax credit reform (such as the American earned income tax credit) to women without children. Most of the 
other papers use panel regression techniques such as fixed effects or correlated random effects (CRE).

3 Research using quasi-experimental methods to estimate the elasticity on the intensive margin have already been reviewed previously by Saez, Slemrod & 
Giertz (2012) and Neisser (2017).

4 E.g., Meghir & Phillips (2010), Keane (2011) and McClelland & Mok (2012). Bargain & Peichl (2016) include a small number of quasi-experimental 
studies in their survey, though they do not make a clear distinction in their analysis.

5 Bettendorf, Folmer & Jongen (2014) provide a more limited survey of the effects of in-work tax credits, citing eight papers. Hotz & Scholz (2003) survey 
the American EITC literature.
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The studies find a wide range of elasticities. Six papers find elasticities close to zero, while four arrive at elasticities around 
1 or larger. The average elasticity is 0.36. Groups with low employment rates tend to exhibit larger participation re-
sponses. This is expected, since it implies a larger number of individuals who could potentially enter the labour market. 
As many papers focus on these groups, the policy-relevant full-population elasticity is likely lower than 0.36; we assess it 
to be in the range 0.1–0.2.

We find that elasticities have declined over time, possibly due to increased female labour force participation. Americans 
seem to respond more strongly to incentives than Europeans. We also conclude that papers that use a difference-in-dif-
ferences methodology find larger elasticities.

This paper is structured as follows. The next section reviews the theory underlying the participation elasticity, clarifying 
its definition. In section 3, we review the quasi-experimental literature on labour participation responses to financial 
incentives. In section 4, we conduct a meta-analysis of the elasticity estimates. Section 5 concludes.

2. Theory

As there are different definitions of the participation elasticity used in the literature, it is important to be clear about the 
definition we are using and the theoretical basis behind it.

In this section, we set up a simple theoretical model. We assume that individuals choose between working for a gross 
wage Y or not participating in the labour force, receiving a benefit B. Those who work pay an income tax denoted T. 
Utility is equal to disposable income, except that working individuals also incur a fixed cost of work q (expressed in 
money terms). This captures all the monetary and nonmonetary costs associated with working: loss of leisure, commuting 
and childcare costs etc.6

Individuals are identical in all dimensions except q. We can think of our model as applying to a subset of the labour force, 
such as low-income single mothers, where incomes and tax rates are similar. We hold Y constant, thus abstracting from 
the intensive margin.

Utility for workers is given by uw = Y – T – q  and for non-workers by unw = B. Individuals work if

2. Theory
As there are different definitions of the participation elasticity used in the literature, it is 
important to be clear about the definition we are using and the theoretical basis behind it. 

In this section, we set up a simple theoretical model. We assume that individuals choose 
between working for a gross wage Y or not participating in the labour force, receiving a 
benefit B. Those who work pay an income tax denoted T. Utility is equal to disposable 
income, except that working individuals also incur a fixed cost of work q (expressed in 
money terms). This captures all the monetary and nonmonetary costs associated with 
working: loss of leisure, commuting and childcare costs etc.7 

Individuals are identical in all dimensions except q. We can think of our model as applying 
to a subset of the labour force, such as low-income single mothers, where incomes and tax 
rates are similar. We hold Y constant, thus abstracting from the intensive margin. 

Utility for workers is given by !! = # − % − & and for non-workers by !"! = '. Individuals 
work if 

!! > !"! ⇔ # − % − & > ' ⇔ # − % − ' > &.	
Thus, the individuals who work are those for whom the financial gain from work, Y – T – 
B, exceeds the fixed cost of work, q. As individuals only are heterogenous in q, the 
distribution of fixed costs of work will determine the rate of labour force participation. We 
denote the probability density function f(q). The rate of labour force participation can be 
expressed 

! = # $(&)(&
!"#"$

%
.	

,-
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,-/-
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6 The concept of fixed costs of work was introduced by Cogan (1981). It explains why individuals not only adjust their labour supply at the (intensive) 
margin, but also switch from not working at all to working a significant number of hours.
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If the financial gain increases – due to lower taxes or benefits – some individuals will be incentivized to enter the labour 
force. To be precise, how many individuals will start working is determined by the density of fixed costs of work evalu-
ated at the financial gain from work, i.e., those who are at the margin of entering employment:

2. Theory
As there are different definitions of the participation elasticity used in the literature, it is 
important to be clear about the definition we are using and the theoretical basis behind it. 

In this section, we set up a simple theoretical model. We assume that individuals choose 
between working for a gross wage Y or not participating in the labour force, receiving a 
benefit B. Those who work pay an income tax denoted T. Utility is equal to disposable 
income, except that working individuals also incur a fixed cost of work q (expressed in 
money terms). This captures all the monetary and nonmonetary costs associated with 
working: loss of leisure, commuting and childcare costs etc.7 

Individuals are identical in all dimensions except q. We can think of our model as applying 
to a subset of the labour force, such as low-income single mothers, where incomes and tax 
rates are similar. We hold Y constant, thus abstracting from the intensive margin. 

Utility for workers is given by !! = # − % − & and for non-workers by !"! = '. Individuals 
work if 

!! > !"! ⇔ # − % − & > ' ⇔ # − % − ' > &.	
Thus, the individuals who work are those for whom the financial gain from work, Y – T – 
B, exceeds the fixed cost of work, q. As individuals only are heterogenous in q, the 
distribution of fixed costs of work will determine the rate of labour force participation. We 
denote the probability density function f(q). The rate of labour force participation can be 
expressed 
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In the literature, the strength of this response is typically measured by the elasticity of labour force participation with 
respect to the financial gain from work, which can be expressed
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where the second step is the general definition and the third step applies in the context of our theoretical model. Our 
derivations illustrate that the participation elasticity is a population-level, not individual-level, parameter.

Using this elasticity definition has several advantages. First, it is now the most common elasticity definition in the litera-
ture. Thus comparison between countries, time periods and reforms is simplified. Second, the participation elasticity is 
a crucial parameter in optimal income tax models (e.g., Saez, 2002), which weigh the disincentive effects of income taxa-
tion against the benefits of redistribution. Third, quantifying the participation elasticity allows for ex-ante evaluation of 
policy reforms (see, e.g., Lundberg, 2017).

A related concept is the participation tax rate. This shows the percentage of the gross wage that an individual has to pay 
to the government in the form of income tax and foregone benefits: τ = (T + B)/Y. The participation net-of-tax rate 
(100% – τ) is the financial gain from work expressed as a proportion of the gross wage.7 So if the financial gain from work 
increases by a given percentage, so will the participation net-of-tax rate. Therefore the participation elasticity can also be 
termed the elasticity of participation with respect to the participation net-of-tax rate.

Some papers use a different elasticity definition: the elasticity of participation with respect to the net wage (or, equiva-
lently, the average net-of-tax rate), denoted
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market should not change any fundamentals, such as the unemployment rate, in the long 
run. 
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%$ = 4%&. 

The two elasticity definitions are equivalent if out-of-work benefits are zero. For, e.g., secondary earners, this may not be 
far from the truth, so the choice of elasticity concept will not matter much. Note that εY > εp for a given size of the de-
rivative. If benefits are significant, the choice of elasticity definition can yield very different estimates. For example, if 
benefits correspond to three quarters of after-tax labour income, the elasticities will differ by a factor of four.8 As we 
include papers using both elasticity definitions, the exact elasticity concept used should be considered before drawing 
conclusions.

Theoretically, the participation elasticity is concerned with the impact on labour force participation, but the empirical 
literature typically analyzes employment because it is easier to observe at the individual level. Employment is usually what 
is relevant for policy purposes. In addition, when analyzing the full population, the only reasonable assumption is that 
Say’s law will hold – supply will create its own demand such that increased labour force participation will translate into 
higher employment. Simply scaling up the labour market should not change any fundamentals, such as the unemployment 
rate, in the long run.

7 The participation net-of-tax rate can be expressed  

5 

where the second step is the general definition and the third step applies in the context of 
our theoretical model. Our derivations illustrate that the participation elasticity is a 
population-level, not individual-level, parameter. 

Using this elasticity definition has several advantages. First, it is now the most common 
elasticity definition in the literature. Thus comparison between countries, time periods 
and reforms is simplified. Second, the participation elasticity is a crucial parameter in 
optimal income tax models (e.g., Saez, 2002), which weigh the disincentive effects of 
income taxation against the benefits of redistribution. Third, quantifying the participation 
elasticity allows for ex-ante evaluation of policy reforms (see, e.g., Lundberg, 2017). 

A related concept is the participation tax rate. This shows the percentage of the gross wage 
that an individual has to pay to the government in the form of income tax and foregone 
benefits: 4 = (% + ')/#. The participation net-of-tax rate (	100% − 4) is the financial gain 
from work expressed as a proportion of the gross wage.8 So if the financial gain from work 
increases by a given percentage, so will the participation net-of-tax rate. Therefore the 
participation elasticity can also be termed the elasticity of participation with respect to the 
participation net-of-tax rate. 

Some papers use a different elasticity definition: the elasticity of participation with respect 
to the net wage (or, equivalently, the average net-of-tax rate), denoted 

1$ =
,-/-

,(# − %)/(# − %).	

The two elasticity definitions are equivalent if out-of-work benefits are zero. For, e.g., 
secondary earners, this may not be far from the truth, so the choice of elasticity concept 
will not matter much. Note that 1$ ≥ 1# for a given size of the derivative. If benefits are 
significant, the choice of elasticity definition can yield very different estimates. For 
example, if benefits correspond to three quarters of after-tax labour income, the 
elasticities will differ by a factor of four.9 As we include papers using both elasticity 
definitions, the exact elasticity concept used should be considered before drawing 
conclusions. 

Theoretically, the participation elasticity is concerned with the impact on labour force 
participation, but the empirical literature typically analyzes employment because it is 
easier to observe at the individual level. Employment is usually what is relevant for policy 
purposes. In addition, when analyzing the full population, the only reasonable assumption 
is that Say’s law will hold – supply will create its own demand such that increased labour 
force participation will translate into higher employment. Simply scaling up the labour 
market should not change any fundamentals, such as the unemployment rate, in the long 
run. 

8 The participation net-of-tax rate can be expressed 1 − # = 1 − !"#
$ = $%!%#

$ . The numerator in the last 
step is the financial gain from work. 
9 Some algebraic manipulation reveals that %$ = %&(' − ()/(' − ( − +). Setting +	 = 	0.75('	– 	() yields 
%$ = 4%&. 

. The numerator in the last step is the financial gain from work.

8 Some algebraic manipulation reveals that 

5 

where the second step is the general definition and the third step applies in the context of 
our theoretical model. Our derivations illustrate that the participation elasticity is a 
population-level, not individual-level, parameter. 

Using this elasticity definition has several advantages. First, it is now the most common 
elasticity definition in the literature. Thus comparison between countries, time periods 
and reforms is simplified. Second, the participation elasticity is a crucial parameter in 
optimal income tax models (e.g., Saez, 2002), which weigh the disincentive effects of 
income taxation against the benefits of redistribution. Third, quantifying the participation 
elasticity allows for ex-ante evaluation of policy reforms (see, e.g., Lundberg, 2017). 

A related concept is the participation tax rate. This shows the percentage of the gross wage 
that an individual has to pay to the government in the form of income tax and foregone 
benefits: 4 = (% + ')/#. The participation net-of-tax rate (	100% − 4) is the financial gain 
from work expressed as a proportion of the gross wage.8 So if the financial gain from work 
increases by a given percentage, so will the participation net-of-tax rate. Therefore the 
participation elasticity can also be termed the elasticity of participation with respect to the 
participation net-of-tax rate. 

Some papers use a different elasticity definition: the elasticity of participation with respect 
to the net wage (or, equivalently, the average net-of-tax rate), denoted 

1$ =
,-/-

,(# − %)/(# − %).	

The two elasticity definitions are equivalent if out-of-work benefits are zero. For, e.g., 
secondary earners, this may not be far from the truth, so the choice of elasticity concept 
will not matter much. Note that 1$ ≥ 1# for a given size of the derivative. If benefits are 
significant, the choice of elasticity definition can yield very different estimates. For 
example, if benefits correspond to three quarters of after-tax labour income, the 
elasticities will differ by a factor of four.9 As we include papers using both elasticity 
definitions, the exact elasticity concept used should be considered before drawing 
conclusions. 

Theoretically, the participation elasticity is concerned with the impact on labour force 
participation, but the empirical literature typically analyzes employment because it is 
easier to observe at the individual level. Employment is usually what is relevant for policy 
purposes. In addition, when analyzing the full population, the only reasonable assumption 
is that Say’s law will hold – supply will create its own demand such that increased labour 
force participation will translate into higher employment. Simply scaling up the labour 
market should not change any fundamentals, such as the unemployment rate, in the long 
run. 

8 The participation net-of-tax rate can be expressed 1 − # = 1 − !"#
$ = $%!%#

$ . The numerator in the last 
step is the financial gain from work. 
9 Some algebraic manipulation reveals that %$ = %&(' − ()/(' − ( − +). Setting +	 = 	0.75('	– 	() yields 
%$ = 4%&. 

. Setting 

5 

where the second step is the general definition and the third step applies in the context of 
our theoretical model. Our derivations illustrate that the participation elasticity is a 
population-level, not individual-level, parameter. 

Using this elasticity definition has several advantages. First, it is now the most common 
elasticity definition in the literature. Thus comparison between countries, time periods 
and reforms is simplified. Second, the participation elasticity is a crucial parameter in 
optimal income tax models (e.g., Saez, 2002), which weigh the disincentive effects of 
income taxation against the benefits of redistribution. Third, quantifying the participation 
elasticity allows for ex-ante evaluation of policy reforms (see, e.g., Lundberg, 2017). 

A related concept is the participation tax rate. This shows the percentage of the gross wage 
that an individual has to pay to the government in the form of income tax and foregone 
benefits: 4 = (% + ')/#. The participation net-of-tax rate (	100% − 4) is the financial gain 
from work expressed as a proportion of the gross wage.8 So if the financial gain from work 
increases by a given percentage, so will the participation net-of-tax rate. Therefore the 
participation elasticity can also be termed the elasticity of participation with respect to the 
participation net-of-tax rate. 

Some papers use a different elasticity definition: the elasticity of participation with respect 
to the net wage (or, equivalently, the average net-of-tax rate), denoted 

1$ =
,-/-

,(# − %)/(# − %).	

The two elasticity definitions are equivalent if out-of-work benefits are zero. For, e.g., 
secondary earners, this may not be far from the truth, so the choice of elasticity concept 
will not matter much. Note that 1$ ≥ 1# for a given size of the derivative. If benefits are 
significant, the choice of elasticity definition can yield very different estimates. For 
example, if benefits correspond to three quarters of after-tax labour income, the 
elasticities will differ by a factor of four.9 As we include papers using both elasticity 
definitions, the exact elasticity concept used should be considered before drawing 
conclusions. 

Theoretically, the participation elasticity is concerned with the impact on labour force 
participation, but the empirical literature typically analyzes employment because it is 
easier to observe at the individual level. Employment is usually what is relevant for policy 
purposes. In addition, when analyzing the full population, the only reasonable assumption 
is that Say’s law will hold – supply will create its own demand such that increased labour 
force participation will translate into higher employment. Simply scaling up the labour 
market should not change any fundamentals, such as the unemployment rate, in the long 
run. 

8 The participation net-of-tax rate can be expressed 1 − # = 1 − !"#
$ = $%!%#

$ . The numerator in the last 
step is the financial gain from work. 
9 Some algebraic manipulation reveals that %$ = %&(' − ()/(' − ( − +). Setting +	 = 	0.75('	– 	() yields 
%$ = 4%&. 

 yields 

5 

where the second step is the general definition and the third step applies in the context of 
our theoretical model. Our derivations illustrate that the participation elasticity is a 
population-level, not individual-level, parameter. 

Using this elasticity definition has several advantages. First, it is now the most common 
elasticity definition in the literature. Thus comparison between countries, time periods 
and reforms is simplified. Second, the participation elasticity is a crucial parameter in 
optimal income tax models (e.g., Saez, 2002), which weigh the disincentive effects of 
income taxation against the benefits of redistribution. Third, quantifying the participation 
elasticity allows for ex-ante evaluation of policy reforms (see, e.g., Lundberg, 2017). 

A related concept is the participation tax rate. This shows the percentage of the gross wage 
that an individual has to pay to the government in the form of income tax and foregone 
benefits: 4 = (% + ')/#. The participation net-of-tax rate (	100% − 4) is the financial gain 
from work expressed as a proportion of the gross wage.8 So if the financial gain from work 
increases by a given percentage, so will the participation net-of-tax rate. Therefore the 
participation elasticity can also be termed the elasticity of participation with respect to the 
participation net-of-tax rate. 

Some papers use a different elasticity definition: the elasticity of participation with respect 
to the net wage (or, equivalently, the average net-of-tax rate), denoted 

1$ =
,-/-

,(# − %)/(# − %).	

The two elasticity definitions are equivalent if out-of-work benefits are zero. For, e.g., 
secondary earners, this may not be far from the truth, so the choice of elasticity concept 
will not matter much. Note that 1$ ≥ 1# for a given size of the derivative. If benefits are 
significant, the choice of elasticity definition can yield very different estimates. For 
example, if benefits correspond to three quarters of after-tax labour income, the 
elasticities will differ by a factor of four.9 As we include papers using both elasticity 
definitions, the exact elasticity concept used should be considered before drawing 
conclusions. 

Theoretically, the participation elasticity is concerned with the impact on labour force 
participation, but the empirical literature typically analyzes employment because it is 
easier to observe at the individual level. Employment is usually what is relevant for policy 
purposes. In addition, when analyzing the full population, the only reasonable assumption 
is that Say’s law will hold – supply will create its own demand such that increased labour 
force participation will translate into higher employment. Simply scaling up the labour 
market should not change any fundamentals, such as the unemployment rate, in the long 
run. 

8 The participation net-of-tax rate can be expressed 1 − # = 1 − !"#
$ = $%!%#

$ . The numerator in the last 
step is the financial gain from work. 
9 Some algebraic manipulation reveals that %$ = %&(' − ()/(' − ( − +). Setting +	 = 	0.75('	– 	() yields 
%$ = 4%&. .



6464

J o u r n a l  o f  t h e  F i n n i s h  E c o n o m i c  A s s o c i a t i o n  1 / 2 0 2 0 J a c o b  L u n d b e r g  a n d  J o h n  N o r e l l

Table 1. Summary of participation elasticity estimates from quasi-experimental studies

Study Country Years Identifying variation Method Sample Elasticity

Alpert & Powell (2014) US 1999–2009 Bush tax cuts FE, IV (a) women, (b) men, aged 55–71 0.75 (a) 
0.55 (b)†

Bastian (2020) US 1975 EITC introduction DD Mothers 0.58

Brown (2013) US 1999 Pension reform DB California teachers near 
retirement

0.04

Chetty, Friedman & Saez (2013) US 2000–2005 Geographical variation in EITC 
knowledge

IV EITC-eligible parents 0.19†

Eissa & Hoynes (2004) US 1984–1996 EITC expansions Group IV Married couples (aged 25–54) 
with children: women (a),  
men (b)

0.27 (a) 
0.03 (b)†

Eissa (1995) US 1987 Tax Reform Act of 1986 DD High-income married women 0.4–0.6†

Eissa (1996) US 1982 Economic Recovery Tax Act of 1981 DD Married women aged 19–64 0.33–0.91†

French & Song (2014) US 1990–1999 Random assignment of disability 
insurance judges

IV Disability insurance applicants 1.53

Gelber & Mitchell (2012) US 1975–2004 “variation across individuals and 
time in national and state policy 
changes”

FE Singles aged 25–55: (a) women, 
(b) men

0.41 (a) 
-0.04 (b)†

Gelber et al. (2017) US 1978–1987 Social Security earnings test RKD Retirees born 1918–1923:  
(a) all, (b) men, (c) women

0.49 (a) 
0.25 (b) 
0.49 (c)†

Hotz, Mullin & Scholz (2002) US 1987–1998 EITC expansions DD California AFDC recipients 0.97–1.69†

Kumar & Liang (2016) US 1998–2006 Over-time variation in tax rates and 
wages

CRE Married women 0.35†

Kumar (2016) US 1979–2007 Over-time variation in tax rates and 
wages

CRE IV Married women 0.56†

Lin & Tong (2017) US 2000–2009 Bush tax cuts, Obama recovery 
package

IV/IV-FD Married couples aged 25–54:  
(a) men, (b) women

0.03/-0.01 
(a) 
0.10/0.08 
(b)†

McClelland, Mok & Pierce (2014) US 1999–2010 Bush tax cuts, state tax reforms IV (a) women, (b) men,  
born 1948–1978

0.02 (a) 
0.004 (b)†

Milligan & Stabile (2007) Canada 1998 Provincial variation in interaction 
between social assistance and 
National Child Benefit

DD Single mothers aged 18–50 0.96

Bartels & Shupe (2018) several 2008–2014 policy changes affecting 
demographic groups differently

Group IV (a) women, (b) men, aged 25–54 0.14 (a) 
0.08 (b)

Jäntti, Pirttilä & Selin (2015) several 1970–2010 ”compare otherwise similar groups 
of individuals who have been 
affected differently by tax reforms”

Group IV Individuals aged 25–64 0.01

Blundell, Bozio & Laroque (2011) UK 1978–2007 “differential changes across gender 
and education”

Control 
function

Individuals aged 34–54: (a) 
women, (b) men

0.34 (a) 
0.25 (b)†

Meghir & Phillips (2010) UK 1994–2004 Regional variation in housing benefit 
over time

IV (a) single men, (b) married men, 
aged 22–59, low education

0.27 (a) 
0.53 (b)†

Bettendorf, Folmer & Jongen (2014) Nether-
lands

2002 Reform of single parent tax credit (a) DD, (b) RD Single mothers −0.02 (a) 
−0.02 (b)

Bastani, Moberg & Selin (2020) Sweden 1997 Housing benefit reform DD Married low-income women 0.13

Laun (2017) Sweden 2007 EITC and payroll tax cut for older 
workers

DD 65-year-olds 0.22

Selin (2014) Sweden 1971 Abolition of joint taxation of spouses DD Married women 1

Kosonen (2014) Finland 1994–2005 Municipal variation in Home Care 
Allowance

DD Mothers 0.83

Martinez, Saez & Siegenthaler (2018) Switzerland 1997–2003 Swiss tax holiday FE 20–60-year-olds 0

Sigurdsson (2019) Iceland 1987 Icelandic tax holiday DD 16–70-year-olds 0.1

Stefansson (2019) Iceland 1987 Icelandic tax holiday DD 16–67-year-olds 0
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Study Country Years Identifying variation Method Sample Elasticity

Papers where the elasticity is calculated by other authors*:

Eissa & Liebman (1996) US 1987 Tax Reform Act of 1986 DD Single mothers 0.3

Meyer & Rosenbaum (2001) US 1984–1996 Tax reforms 1984–1996 DD Single mothers 0.43

Card & Hyslop (2005) Canada 1992–1995 Self-Sufficiency Project RCT Single parents 0.38†

Blundell, Brewer & Shephard (2005) UK 1999 WFTC DD Single mothers 0.45

Francesconi & van der Klaauw 
(2007)

UK 1999 WFTC DD Single mothers 0.6

Gregg & Harkness (2003) UK 1999 WFTC DD Single mothers 0.61

Leigh (2007) UK 1999 WFTC DD Single mothers 0.07

Abbreviations: 

EITC – earned income tax credit 

WFTC – working families tax credit 

DD – difference-in-differences 

IV – instrumental variables 

FE – fixed effects 

FD – first differences 

CRE – correlated random effects 

RD – regression discontinuity 

RKD – regression kink design 

RCT – randomized controlled trial 

DB – difference-in-bunching

* Chetty et al. (2013) or Bettendorf, Folmer & Jongen (2014). See text for details.

† The elasticity is expressed with respect to net wages instead of the financial gain from work.
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3. A review of the quasi-experimental literature

Since the 1990s, an increasing number of papers use quasi-experimental methods to identify economic parameters, includ-
ing the effect of taxes and benefits on labour supply. These papers, made possible by improved data access and econo-
metric innovation, are primarily concerned with finding elasticity estimates that plausibly can be given a causal interpre-
tation. The literature is called quasi-experimental because it strives to come as close as possible to the ideal of a random-
ized experiment. Because such experiments are rare in the social sciences, the literature uses real-world features, like 
reforms affecting groups differently, to estimate responses to policy changes. The methods most commonly used are 
difference-in-differences (DD), instrumental variables and regression discontinuity (see Angrist & Pischke, 2009, for a 
general description). Some papers use panel data with individual or group fixed effects. This is similar to DD in that it 
uses changes over time within individuals or groups to identify an elasticity.

We have identified 35 papers that use quasi-experimental methods to identify participation responses; see table 1.9 We 
have included all papers that we could find that fulfil our basic criterion – estimating a participation elasticity with 
quasi-experimental methods, using tax or benefit policy changes as the identifying variation. We include both journal 
articles and working papers.

As explained in the theory section, the ideal elasticity concept is the elasticity of labour force participation with respect 
to the financial gain from work. However, many papers instead report the elasticity with respect to the net wage, perhaps 
due to transfers being unobserved. As this is fairly common, we include such papers as well, although the estimates may 
be biased due to out-of-work benefits being omitted. Also recall that the elasticity with respect to the net wage is always 
larger than the elasticity with respect to the financial gain for a given participation response. Therefore the elasticity 
definition should always be considered when drawing conclusions from the papers. Studies that use a different elasticity 
definition than the two mentioned are not included in this survey as these estimated elasticities are not directly compa-
rable.10

In seven cases, the paper does not itself report a participation elasticity. Instead, we report elasticities calculated by 
other authors (Bettendorf, Folmer & Jongen, 2014, or Chetty et al., 2013) using information in the papers.

The papers are summarized below. We group them by country and introduce the various econometric methods through-
out the text. We start with the American literature, which is by far the largest and most diverse.

United States

The earliest papers in the quasi-experimental extensive margin literature use difference-in-differences methodology to 
estimate how American tax reforms affected labour force participation, especially among women. Of particular interest 
is the earned income tax credit (EITC), which is targeted at low-income workers with children and was increased sev-
eral times during the 1980s and 90s. Hotz & Scholz (2003) survey the literature that estimate extensive margin responses 
to the EITC. One such paper is Eissa & Liebman (1996), who estimate that single mothers increased their labour force 
participation by 2.8 percentage points following the expansion of the EITC after the Tax Reform Act of 1986 compared 
to childless single women and controlling for demographic characteristics. Chetty et al. (2013) calculate that this implies 
a participation elasticity with respect to the financial gain from work of 0.3.11

9 We found the papers by searching for “participation elasticity” and “extensive margin elasticity” together with “labour supply” on Google Scholar, and 
from references in other papers.
10 Some examples of such papers are Autor et al. (2016), Bargain & Doorley (2011), Carbonnier (2008), Jonassen (2013), Fadlon & Nielsen (2015), Gruber 
(2000), Koning & van Sonsbeek (2017) and Kostol & Mogstad (2014). Most of these papers focus on groups with weak labour force attachment and find 
quite sizeable responses, in line with the papers included in our analysis.
11 Hotz & Scholz (2003) calculate a participation elasticity of 1.16 from the same paper. The difference is due to two factors. First, Hotz & Scholz (2003) 
define the elasticity with respect to after-tax wages while Chetty et al. (2013) define it with respect to the financial gain from work. Second, Chetty et al. 
(2013) use a $1,000 tax cut in the denominator while Hotz & Scholz (2003) use $500. We choose to report the more conservative estimate.
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Hotz & Scholz (2003) report elasticities calculated from an unpublished study (Hotz, Mullin & Scholz, 2002) that uses 
data from California to analyze the 1990s EITC expansion. Making use of the fact that the expansion increased the return 
to work more for families with two or more children compared to one-child families, they estimate a participation elastic-
ity between 0.97 and 1.69 depending on base year.

Bastian (2020) analyzes the introduction of the EITC in 1975. He shows that the employment rate of mothers increased 
significantly after 1975 compared to women without children, corresponding to a participation elasticity of 0.58 for a 
representative mother.

The EITC literature has recently been criticized by Kleven (2019), who shows that only the 1993 EITC expansion is 
clearly associated with an increase in the employment rate of single mothers. Further, Kleven argues that the employment 
increases of the 1990s can be better explained with macroeconomic conditions and welfare reform.

Eissa (1995) estimated a participation elasticity with respect to net wages of 0.4–0.6 for high-income women by examin-
ing the Tax Reform Act of 1986, using lower-income women as the control group. However, Liebman & Saez (2006) 
criticize this approach, arguing that lower-income women cannot serve as a control group and showing that the esti-
mated effect (and therefore elasticity) varies greatly depending on which reference years are chosen.

In a related study, Eissa (1996) investigates the 1981 Kemp–Roth tax cut (the Economic Recovery Tax Act) using the same 
methodology. Comparing women married to husbands earning more than $50,000 to those whose husbands earned 
$30,000–50,000, she arrived at elasticities ranging from 0.33 to 0.91 depending on how the control group is formed and 
whether education-specific time trends are included. Because married couples are taxed jointly in the United States, the 
husband’s income affects the wife’s participation tax rate. As the tax cut flattened the tax structure, reducing marginal 
tax rates more for high-income couples, the fact that high-income women increased their labour force participation is 
evidence of their responding to the greater incentives for work.

Eissa & Hoynes (2004) use a repeated cross-section (the Current Population Survey) to examine how married Americans 
responded to tax reforms, notably several EITC expansions, over the period 1984–1996. Utilizing differences across 
demographic characteristics (such as number of children), they estimate participation elasticities of 0.27 for women and 
0.03 for men.

Meyer & Rosenbaum (2001) use the same dataset and analyze the same time period, but instead focus on single women. 
They find an elasticity of participation with respect to gross wages of 1.07. However, as pointed out by Chetty et al. (2013), 
the elasticity should be expressed with respect to the increase in net earnings. They recalculate the elasticity to be 0.43.

Chetty, Friedman & Saez (2013) analyze the effects of the EITC using a different approach. They note that the EITC 
needs to be claimed by the taxpayer on the tax return and that take-up is not perfect. Further, they find evidence of 
substantial geographical variation in EITC knowledge across the United States. They do this by noting how many self-
employment EITC filers – who have some freedom in how much income to report – locate exactly at the beginning of 
the plateau where the EITC is maximized, so-called bunching. If many small-business owners in a particular area bunch 
at this kink point, this indicates relatively widespread knowledge about the EITC. Thus having constructed an instrument 
for EITC take-up, the authors proceed to estimate a participation elasticity of 0.19.

More recently, it has become easier for researchers to use panel data of individuals to estimate labour supply elasticities. 
Using panel data can potentially alleviate the problem of unobserved individual heterogeneity by including individual fixed 
effects (FE) in the regression, implying that only within-individual variation over time is used to identify the elasticity.

One such paper is Gelber & Mitchell (2012), which examines the participation decisions of unmarried prime-age Amer-
icans during 1975–2004. The fact that they include individual fixed effects implies that the variation used is tax reforms 
that affected individuals differently. They find that a one percent increase in net wages raises the labour force participation 
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of single women by 0.43 percent. In alternative specifications, the elasticity varies between 0.26 and 0.75. However, for 
men the elasticity is slightly negative. 

There are econometric difficulties (the incidental parameters problem) associated with nonlinear fixed effects models – 
such as probit, often used to model labour force participation – when the number of time periods is relatively small. A 
common technique for avoiding this is correlated random effects, CRE. This can be described as being in between random 
effects and fixed effects. CRE requires a few additional assumptions about individual heterogeneity.

Kumar (2016) uses the Panel Study of Income Dynamics to study how married women responded to tax reforms (as well 
as variation in wages) over the period 1979–2007. He reports results for both CRE and FE, as well as pooled panels 
without controls for unobserved individual heterogeneity. CRE is his preferred specification, but the FE and pooled re-
gressions yield elasticities of a similar magnitude. However, it makes a big difference whether the endogeneity of after-tax 
hourly wages is accounted for. In Kumar’s preferred specification, this is done by using lagged demographic variables as 
instruments. The participation elasticity thus estimated is 0.56 in a lifecycle model and 0.46 in a static model.

In a similar paper, Kumar & Liang (2016) study the same sample, also focusing on married women. However, instead of 
estimating one elasticity for the entire time period, like Kumar (2016), they look for evidence of changing elasticities over 
time. In the CRE specification, they find an elasticity of 0.53 in the first period, 1980–1984, increasing to 0.83 in 1984–
1989. After that the elasticities are lower, around 0.35.

One strand of the literature has taken inspiration from the new tax responsiveness literature (in particular Gruber & Saez, 
2002) which estimates the intensive margin elasticity on individual panel data using quasi-experimental methods. An 
econometric problem when estimating this elasticity is that when the income tax is progressive, the marginal tax rate will 
depend on taxable income, causing endogeneity. Gruber & Saez (2002) handle this problem by instrumenting for the 
current year marginal tax rate with last year’s income and marginal tax rate.

Alpert & Powell (2014) implement this so-called simulated instruments methodology to examine how the 2001 and 2003 
Bush tax cuts affected the labour supply of workers aged 50 or older, who may be on the margin of retirement. They find 
relatively high participation elasticities: 0.75 for women and 0.55 for men.

McClelland, Mok & Pierce (2014) study the same time period and use the same methodology, but instead look at second-
ary earners within prime-age married couples. They find very little evidence of participation responses to the Bush tax 
cuts, estimating elasticities close to zero (0.03 at most). In the main analysis, they control for individual heterogeneity 
using correlated random effects. They report results for a fixed effects model as a robustness check, but the magnitude 
of elasticities is similar.

In a very similar paper, Lin & Tong (2017) study the same group using the same reforms as identifying variation, but use 
a larger sample and a slightly different method. They also find small elasticities, very near 0 for men and at most 0.1 for 
women.

Gelber et al. (2017) examine the labour supply of Americans in their 60s using a feature of the old-age part of the Social 
Security system, the annual earnings test. For every dollar a retiree’s earnings exceeds $17,000, retirement benefits decrease 
by 50 cents. The authors show that labour force participation among retirees is increasing with prior earnings, but that 
the relationship has a noticeably smaller slope after the earnings test threshold. This is evidence of older workers with 
relatively high incomes dropping out of the labour force as a result of the Social Security annual earnings test. The 
method that uses the change in the slope of the treatment variable for identification is called regression kink design. 
Gelber et al. (2017) arrive at a participation elasticity of 0.49.

French & Song (2014) analyze a different part of the Social Security system – disability insurance. Americans who apply 
for disability benefit from the Social Security Administration but are denied can appeal to an administrative court. As-
signment of cases to judges is essentially random, and judges vary considerably in their willingness to grant an appellant 
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disability benefit. This can be used to estimate the effects of disability insurance on labour supply. The authors find that 
the effects are very large: labour force participation falls by 26 percentage points after disability benefit has been granted, 
corresponding to an elasticity of 1.53. The elasticity is lower for older and college-educated individuals.

Brown (2013) looks at the retirement behaviour of California public school teachers. She uses a difference-in-bunching 
design. As Kleven (2016) explains, this is a method that takes advantage of a change in the size of a kink or notch in the 
taxation policy. By observing bunching around the discontinuity before and after the policy change, a labour supply 
elasticity can be calculated. Retired teachers receive a higher benefit the more years that they work. Brown uses two 
nonlinearities in the determination of retirement benefits for identification: First, after a certain age the benefit amount 
increases by less for each year. Second, teachers with 30 years of service receive a retirement bonus. She shows that teach-
ers adjust their behaviour very little in response to these discontinuities, which implies an elasticity close to zero.

Canada

Milligan & Stabile (2007) analyze an EITC-type programme, the National Child Benefit, introduced in Canada in 1998. 
Variation across provinces, as well as the fact that the benefit amount depends on the number of children, is used to es-
timate the effect on labour force participation. They find that single mothers responded strongly to the increased incen-
tives for work, arriving at a participation elasticity of 0.96.

In the 1990s, Canada ran a large-scale randomized trial of work incentives for welfare recipients, the Self-Sufficiency 
Project. Out of a sample of 5,000 individuals, half were randomly assigned to the project. If they started full-time work 
within a year, they received a generous benefit. Card & Hyslop (2005) show that the effects of the experiment were large: 
After one year, the treatment group had a 14 percentage points higher employment rate than the control group. Chetty 
et al. (2013) calculate that this implies a participation elasticity of 0.38. After the experiment ended, there was no longer 
any difference in outcomes between the treatment and control groups.

Cross-national studies

Another method borrowed from the intensive margin literature (Blundell et al., 1998) that is used by a number of papers 
is group instrumental variables (IV). The idea is to divide the sample into groups by, e.g., age, education and gender, and 
use group membership as an instrument for tax rates or net wages. This is equivalent to simply running a regression on 
group averages. The method is similar to difference-in-differences.

Jäntti, Pirttilä & Selin (2015) apply this method to a cross-national dataset of 13 countries (the United States, Canada, 
Australia, Israel and nine European countries). They create 1,200 groups based on country, age, education and gender. 
When running a regression across all countries and years without any controls, they estimate an elasticity of 0.2. How-
ever, this estimate could be biased due to changes over time or differences between countries that are unrelated to taxa-
tion. When they add group and year fixed effects, the elasticity is reduced to only 0.01.

In a related paper, Bartels & Shupe (2018) perform a group IV regression on 12 EU countries over the period 2008–2014. 
Defining groups as Jäntti, Pirttilä & Selin (2015), they find an average elasticity of 0.14 for women and 0.08 for men.

Britain and the Netherlands

Blundell, Bozio & Laroque (2011) use a group approach to estimate participation elasticities in the United Kingdom. The 
groups are defined by gender and education level, and differential changes in after-tax wages between these groups over 
time are used to identify the elasticity. They find an elasticity of 0.25 for prime-age men and 0.34 for prime-age women.



7070

J o u r n a l  o f  t h e  F i n n i s h  E c o n o m i c  A s s o c i a t i o n  1 / 2 0 2 0 J a c o b  L u n d b e r g  a n d  J o h n  N o r e l l

In Britain, the Working Families Tax Credit (WFTC) was introduced in 1999 with the purpose of raising the employment 
rate of lone parents and reducing child poverty. This reform is analyzed by Gregg & Harkness (2003), Blundell et al. 
(2005), Francesconi & van der Klaauw (2007) and Leigh (2007). The papers examine the labour supply response of 
single mothers, using single women without children as a control group. While none of the papers report participation 
elasticities, they are calculated by Bettendorf et al. (2014) to be 0.61, 0.45, 0.6 and 0.07, respectively.12 The outlier is Leigh 
(2007), who uses a considerably shorter follow-up period than in the other papers.

Meghir & Phillips (2010) analyze the labour supply behaviour of British men. In identifying the elasticity they make use 
of the fact that housing benefit is tied to the level of rent, which has varied over time across regions of the UK. Using this 
as an instrument for net income when working, they estimate an elasticity of 0.27 for single men and 0.53 for married 
men, when restricting the sample to men with low education. For men with high education, the estimates are not signifi-
cantly different from zero.

Bettendorf, Folmer & Jongen (2014) study an extension of eligibility of the EITC in the Netherlands using a difference-
in-differences approach as well as a regression discontinuity method. Before 2002, only those single parents who had a 
child aged 13 or less were eligible for the EITC. This cut-off was increased by four years in 2002. In their DD analysis, 
they compare the labour supply of single mothers with children aged 12 to 16 years with single mothers who had older 
or younger children. In the regression discontinuity analysis, the effect is estimated by analyzing mothers to children just 
above and below the cut-off point of 16 years of age. The cut-off creates a discontinuity that can be used for identification. 
None of the methods find any evidence of participation responses.

Sweden and Finland

In many countries, spouses are taxed jointly, which combined with a progressive tax schedule raises the participation tax 
rate for the secondary earner in the household, which often affects the labour supply of married women. In 1971, Sweden 
transitioned from taxing married couples jointly to taxing them separately. Selin (2014) analyzes this reform, noting that 
it increased work incentives for secondary earners. The incomes of husbands affect to what extent the policy change cre-
ates an incentive for their wives to enter the labour market. By comparing women married to high- and low-income earn-
ers, he estimates the elasticity to be 1, with a higher elasticity for women with children.

In a similar reform, the Swedish housing benefit was altered in 1997 to be based on individual rather than household 
income. In practice, this resulted in lower housing benefit for one-earner couples and unchanged benefit levels for two-
earner couples. The participation tax rate for secondary earners (usually women) thus fell. Bastani, Moberg & Selin (2020) 
examine how this affected labour supply. Comparing low-income mothers, who are eligible for the benefit, with low- 
income women without children, who are ineligible, they show that the labour force participation of the former group 
increased in the years following the reform, corresponding to an elasticity of 0.13.

Sweden introduced an EITC in 2007, but because this tax credit is payable to all workers, no natural control group exists 
and the reform has not been possible to evaluate using quasi-experimental methods. (Edmark et al., 2016) However, 
workers over 65 are eligible for a larger EITC, as well as lower payroll taxes – a reform which was also implemented in 
2007. Laun (2017) uses those born during the previous calendar year, and thus ineligible for the two tax breaks, as a 
control group and finds that the reform raised employment in the treatment group. The effect implies a participation 
elasticity of 0.22.

Kosonen (2014) studies the Finnish Child Homecare Allowance (HCA), a benefit system offered to mothers who stay 
home to care for their children. He exploits variation over time in the municipality-specific component of the HCA. Us-
ing a difference-in-differences methodology, the participation elasticity for mothers is estimated at 0.86. Kosonen further 

12 Francesconi & van der Klaauw (2007) calculate an elasticity with respect to net income of 1.1.
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concludes that the participation elasticity is highest for mothers with low and high education while being lower for indi-
viduals with a medium education level.

Iceland and Switzerland

In three recent papers, economists have used so-called tax holidays to identify a participation elasticity. Such a tax holiday 
occurred in Iceland in 1987. Up until 1987, Icelanders paid taxes on last year’s income, so the 1987 tax liability was cal-
culated on 1986 earnings. However, in 1988 the tax collection system was changed so that taxes were paid on the current 
year’s income. Thus the 1988 tax liability was based on 1988 incomes – and 1987 incomes were never taxed. Sigurdsson 
(2019) and Stefánsson (2019) both analyze this tax holiday.

Stefánsson (2019) shows that the participation rate – defined as the proportion having positive labour income – did not 
deviate from the trend in 1987, implying a participation elasticity of zero.13

Sigurdsson (2019) uses a difference-in-differences design, comparing individuals in different tax brackets before the re-
form. Theory predicts that individuals paying higher tax rates should increase their labour force participation more, as 
they receive the largest tax cut when the tax rate falls to zero. However, Sigurdsson finds no such differences between tax 
brackets, also implying an elasticity close to zero (in fact slightly negative).

The difference-in-differences method can only observe labour market exits, as entrants had no income in the year before 
the reform. In order to capture labour market entries, Sigurdsson constructs a life-cycle model, using adjacent cohorts as 
control groups. Hence he arrives at an extensive margin elasticity of 0.1.14

In the late 1990s and early 2000s, Switzerland also transitioned to taxing current incomes, although the year of transition, 
and therefore of the tax holiday, differed by canton. Martinez, Saez & Siegenthaler (2018) analyze this reform and find 
no participation responses.

The tax holiday papers use a very convincing identification strategy, but the external validity may be questioned. In the 
standard model, people respond more to temporary than to permanent policy changes – the Frisch elasticity is greater 
than the Marshallian elasticity. However, it is easy to think of optimization frictions that make it difficult to participate in 
the labour market for just one year (and for employers to temporarily increase their labour force). Therefore, the low 
participation elasticities estimated may not be surprising.

4. Meta-analysis

There is a great deal of variation in the cited estimates. The literature is a long way from consensus. Nonetheless, a few 
conclusions can be drawn. There is evidence that people respond to incentives when deciding whether to work. 27 of the 
35 studies find an elasticity larger than 0.1, at least for women. Women respond more strongly than men. All studies that 
report elasticities disaggregated by gender find a larger elasticity for women.

The estimates are summarized in figure 1. The 35 papers report 45 elasticities in total. The mean is 0.36 and the median 
is 0.27. Elasticities seem to have declined over time, consistent with the findings of Heim (2007), Blau & Kahn (2007) 
and Kumar & Liang (2016). Figure 2 shows a downward trend of about 0.11 per decade, which is substantial. A likely 

13 Stefánsson (2019) and Sigurdsson (2019), as well as an earlier paper by Bianchi, Gudmundsson & Zoega (2001), find that working individuals increased 
the number of weeks worked during 1987. However, this is properly classified as an intensive margin response and therefore we do not include it in the 
table.

14 This can be calculated from table 6 in Sigurdsson (2019) by dividing the estimated semi-elasticity (0.07) by the employment rate (0.67).
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explanation is increased female labour force participation, whereby the available pool of nonworkers has shrunk over 
time.

The same decreasing trend can be seen when analyzing estimates by publication year. However, we would be careful in 
drawing conclusions from this, as the studies were published during a relatively short time period, and the methods and 
study populations have varied over time.

Table 2 shows unconditional averages for different groups of papers. We see that elasticities are larger in North America. 
Women’s elasticities are greater than men’s. Married women (in this category we also include estimates pertaining to all 
women) seem to respond more than single women, possibly because they are typically the secondary earner in a couple, 
whose participation decision is more responsive to incentives.

Studies using difference-in-differences (DD) methodology find larger elasticities. There are several possible explanations 
for this, for example, that DD papers concentrate on the reforms where responses are likely to be the highest (e.g., EITC 
reforms targeted at single mothers).

Surprisingly, elasticities that are expressed with respect to net wages are on average lower than elasticities with respect to 
the financial gain from work, although, as shown in the theory section, the former definition always yields larger elas-
ticities for a given magnitude of the participation response. The explanation could be that the use of this elasticity defini-
tion is correlated with unobserved study characteristics that cause a high estimate. It could also be due to chance.

Figure 1. Histogram of elasticity estimates (45 estimates from 35 papers)
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Figure 2. Elasticity estimates by year of the reform evaluated (or midpoint for studies spanning several years)

Table 2. Unconditional elasticity averages

Continent Europe North America

0.28 [20] 0.42 [25]

Gender Single women (Married) women Men/both genders

0.4 [12] 0.44 [14] 0.28 [19]

Age Older workers Working age

0.38 [6] 0.36 [39]

Elasticity denominator Net wage Financial gain from work
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Methodology DD Other methodologies

0.45 [20] 0.29 [25]
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viduals at the margin of retirement are also important. As estimated elasticities for this subgroup are considerably higher 
than 0.1, we assess that the average full-population elasticity lies in the range 0.1–0.2.16

Overall, a clear pattern is that elasticities are greater for groups with a low employment rate, such as low-skilled single 
mothers. This is perhaps to be expected, as the elasticity by definition is decreasing in the employment rate for a given 
employment effect. In addition, a greater number of people out of work likely means a larger number of people at the 
margin of entering employment, which is what matters for the magnitude of the elasticity.17

5. Conclusion

Since the mid-1990s, a growing number of studies have used quasi-experimental methods to identify labour force par-
ticipation responses to tax and benefit reforms. We have identified 35 such papers. We find that participation elasticities 
are larger for women and have declined over time. Americans seem to be more responsive than Europeans. The average 
elasticity across all studies is 0.36, although there is a large range from 0 to more than 1. Many papers focus on groups 
with a larger potential labour reserve, such as single mothers, where – as expected – estimated participation responses 
also are higher. We believe that the policy-relevant elasticity for the full population lies in the range 0.1–0.2.

We offer some advice for future research in this area. Researchers should use the elasticity definition that is now standard 
in the literature, i.e., the participation elasticity with respect to the financial gain from work. This allows for comparison 
between countries and reforms, and makes it easier to predict the effects of future reforms. Many papers do not report 
an elasticity at all. Although in some cases an elasticity can be calculated from information reported in the paper (which, 
e.g., Chetty et al., 2013, do), this also increases the risk of error.18 Preferably, the elasticity should be calculated by re-
searchers who have access to the underlying data.

It is also worth noting that a relatively small number of countries is covered by our survey. The majority of papers are 
from the United States. Two are from Canada and the rest are from Western Europe. Some examples of major high-income 
countries that are completely absent are Japan, Australia and Germany. This suggests that there is much room for con-
tinued research. □
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Appendix: Comparison with Chetty et al. (2013)

The only previous general survey of the quasi-experimental participation elasticity literature that we know of is Chetty et 
al. (2013), which cites 15 papers. We include seven of those in our survey. Below are the papers left out, and our motiva-
tions for doing so.

Juhn, Murphy & Topel (1991): Regional wage trends (presumably before-tax) are used for identification – not policy variation.

Graversen (1998): The parametric and nonparametric DD estimates have different signs, indicating non-parallel trends that are difficult 
to control for. 

Devereux (2004): Before-tax wages are used.

Liebman & Saez (2006): The authors report many different estimates, and state that it is unlikely that a suitable control group can be 
found.

Carrington (1996): The paper studies a labour demand shock. We are interested in the effects of policy.

Gruber & Wise (1999): Cross-country evidence only – not quasi-experimental.

Bianchi, Gudmunndsson & Zoega (2001): The elasticity reported concerns the number of weeks worked, which departs from the con-
ventional definition of the extensive margin.

Manoli & Weber (2011): In the published version (Manoli & Weber, 2016), the authors report a semielasticity and state that it is dif-
ficult to translate into an elasticity (p. 172).
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1. Introduction

Switching costs shape bank competition by conveying market power and affecting pricing (see, e.g., Gehrig and Sten-
backa, 2007, Degryse and Ongena, 2008, ICB, 2011, and Ciet and Verdier, 2019). Bank switching costs are also recog- 
nized as a determinant of financial stability (Stenbacka and Takalo, 2019, and Brown et al., 2020). The influential Vickers 
report (ICB, 2011) elevates switching costs to a central role in banking regulation, and reviews many policy tools to affect 
switching costs. Direct evidence of the magnitude of bank switching costs is, however, scant. In this paper I measure the 
switching cost in the Finnish deposit market by using the approach developed by Oz Shy (2002). As Shy (2002) also ap-
plied the method to the Finnish deposit market, comparing the results of these two studies reveals how bank switching 
costs have changed over a 20-year period in Finland.

I find that switching costs faced by customers of the main Finnish banks manifest large variation and are high, ranging 
from 200 euros to nearly 1,400 euros. In relation to the average account balance of a customer, switching costs range from 
2% to 15%. Comparing these numbers with those reported by Shy (2002) suggests that while switching costs have in-
creased some 50% in real terms over 20 years, switching costs per average account balance have not changed.

The cross-sectional variation in switching costs might partially reflect differences in the banks’ loyalty programs: For 
example, the Savings Banks Group does not run loyalty programs invariantly and imposes the lowest switching costs to 
its clients. In contrast, the clients of the OP Financial Group face the highest switching costs. The OP Group is a co-
operative entity running a sophisticated loyalty program where loyalty bonuses accumulate from an owner-customer’s use 
of the OP Group’s banking and insurance services and can only be used for paying the OP Groups’ banking service 
charges and insurance fees. Such loyalty bonuses cannot be transferred to another bank and they thus work much like 
frequent flier miles for airlines.

My results indicate that the OP Group’s loyalty program might have been successful in locking in their owner-customers. 
The OP Group’s loyalty program has also raised competition policy concerns: The Finnish Competition and Consumer 
Authority (FCCA) launched an investigation into the OP Group’s loyalty program in December 2015 after a rival insur-
ance provider, If P&C, filed a complaint, accusing the OP Group for abusing its dominant position by bundling the 
Group’s banking and insurance products via its loyalty program. In its decision the FCCA, while considering the OP 
groups’ loyalty program problematic from the competition policy point of view, finds no clear evidence that the loyalty 
program would significantly restrict competition in the non-life insurance market (FCCA, 2019). More generally, increas-
ingly wide-spread loyalty programs and other changes in bank competition might explain relatively high switching costs 
found by this study.

While the existence of switching costs in deposit markets is well documented (see, e.g., Kiser, 2002, Carbo-Valverde et 
al., 2011, Hannan and Adams, 2011, and Brunetti et al., 2016), the evidence is, however, often indirect. A notable excep-
tion is Shy (2002) who develops a method of estimating switching costs in the banking industry directly and applies the 
method to the Finnish deposit markets. Shy’s (2002) method only requires information about bank service charges and 
market shares. In contrast to Shy (2002), I can use banks’ real names, and market shares are based on accurate numbers. 
However, determination of bank service fees is much more complicated today than it was in Shy (2002) due to more so-
phisticated product versioning and loyalty programs of banks. Prior to this study, Shy’s method has been used to measure 
switching costs in the banking industry at least by Egarius and Weill (2016) but they do not analyze deposit market 
switching costs separately.1

Another method to estimate bank switching costs is developed by Kim et al. (2003). Their method uses bank accounting 
data, and is applied to deposit markets at least by Silva and Lucinda (2017). Silva and Lucinda (2017) report even higher 
estimates of switching costs relative to deposit account balance than in this study. 

1 Shy’s method has also been employed in thesis work – see, e.g., Carlström (2010) and Stenvik (2016).
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Customer loyalty programs have been extensively studied (see, e.g., Basso et al., 2009, and Kari et al., 2017, for a discus-
sion of the issues). According to this literature, loyalty programs could be seen as a way for firms to increase switching 
costs, to lock in customers, and even to deter entry, since a customer will lose their loyalty benefits if they switch to a rival. 
Some loyalty programs could also be seen as a form of product versioning where a firm with a market power attempts to 
price discriminate its customers. Loyalty programs also provide firms with valuable information about their customers, 
allowing for more accurate customer tracking and database marketing. The competitive implications of customer loyalty 
programs are not clear; as in the case of switching costs more generally, they can make markets more or less competitive 
depending on the circumstances (see, e.g., Basso et al., 2009; Ruiz-Aliseda, 2016). In the banking context, the competitive 
implications of switching costs have been shown to be particularly complex since they may also depend on the banking 
regulation such as deposit insurance, and information-disclosure and bail-out policies (see, e.g., Gehrig and Stenbacka 
2007, Ciet and Verdier, 2019, and Stenbacka and Takalo, 2019).

I next replicate the main parts of Shy’s (2002) model. Then, in Section 3, I explain the institutional environment of the 
Finnish banking industry and collection of the data. I combine the data with the model in Section 4 so as to provide new 
evidence of the deposit market switching costs. Section 5 concludes and discussed policy implications.

2. The Model

I replicate here the key features of the model in Shy (2002), referring the reader to the original source for more details 
and proofs (see also Shy, 2001).
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(1) Ui =

8
>><

>>:

−fi, if the consumer stays

−fj − δi, 8j 6= i, if the consumer switches

in which fi 2 R+ is the service fee charged by bank i, and δi 2 R+ is the

switching cost in the case where bank i ’s customer decides to change her banking

relation to the rival bank j.

The profits of bank i are then given by

(2) ⇡i(f1, ..., fk) = fiqi

in which qi 2 N is the number of customers who will choose to deposit in bank

i.

The banks are indexed according to a decreasing market share order so that

bank 1 has the largest market share and bank k has the smallest market share.

It is further assumed that i) each bank i, i 6= k, fears being undercut by bank

k, and sets its fee fi in reference to fk, and that ii) the smallest bank k fears

being undercut by the largest bank 1, and therefore sets its fee fk in reference

to f1.

Under these assumptions there exists a vector of fees (f1, ..., fk) that sat-
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competitor. Intuitively the UPP is satisfied when no bank can increase its prof-

its by undercutting a rival bank and no bank can increase its service fee without

being undercut by a rival.

Formally, when the UPP is satisfied, each bank i, i 6= k, chooses its fee fi to

maximize ⇡i(fi, fk) (as given by equation (2)) subject to the constraint

fkqk ≥ (fi − δi)(Ni +Nk), i 6= k,(3)

taking fk as given. Bank k in turn chooses fk to maximize ⇡k(fk, f1) subject to

f1q1 ≥ (fk − δk)(Ni +Nk), i 6= k,(4)

taking f1 as given.

Equations (2)–(4) imply that the banks choose the highest possible prices

satisfying constraints (3) and (4). Therefore constraints (3) and (4) hold as

equalities. Furthermore, in an UPP equilibrium it must hold that qi = Ni 8i.

Substituting Ni for qi in equations (3) and (4), and solving for δi yields the

UPP switching costs as

δi = fi −
Nkfk

Ni +Nk
, i 6= k,

δk = fk −

N1f1
N1 +Nk

.

(5)

Equation (5) implies that estimating switching costs only requires information

about banks’ service fees and the relative number of retail customers in each

bank.
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3. Institutional Environment and Data

 3.1  Finnish Retail Banking Industry

 Since the Finnish banking crisis of the early 1990s, there has been a large number of mergers in the Finnish banking 
industry. As a result the Finnish retail banking market is concentrated. As shown by Table 1 the deposit market shares 
of the two and four largest banks are over 65% and 80%, respectively. In what follows, I will focus on the four larg-
est banking groups, the OP Group, Nordea, Danske Bank and the Savings Banks Group.

 The Finnish retail banking market is also characterized by the use of customer loyalty programs, which reward cus-
tomers for concentrating all their banking services and assets on the same bank. Typically, a customer gets bonuses, 
discounts, or other benefits once they have a threshold amount of assets (e.g., deposits and loans) at their bank.

 Of the four main banks in Finland, three run a customer loyalty program. The market leader, the OP Group, is a 
cooperative, offering loyalty discounts to those customers who are also its owners. The amount of discounts awarded 
to a customer depends on the customer’s average monthly assets and loans at the OP Group. The loyalty benefits at 
Danske Bank and Nordea, the two main commercial banks in Finland, depend on the amount of assets in the bank; 
the key details of their programs are listed in Table 2. Out of the four main banking groups, only the Savings Banks 
Group does not run customer loyalty programs invariantly. 

Table 1: Bank Deposit Market Shares in Finland in 2016

Bank Deposits (M€) Market share (%)

OP Group  55,198  37.5

Nordea  40,723  27.7

Danske Bank  18,411  12.5

Savings Bank Group  6,072  4.1

Others  26,694  18.1

Total  147,098  100

Notes: This table lists deposit account balances (excluding deposits from financial institutions) at the largest banks in Finland, and the corresponding 
deposit market shares at the end of year 2016. Deposit and market share figures are in million euros and percentages, respectively. Source: Finance 
Finland (2017).
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 3.2  Measuring Market Shares and Service Fees

 While equation (5) suggests that estimating switching costs only requires information about service fees charged by 
each bank and the relative number of retail customers in each bank, I do not have these figures but need to ap-
proximate them from available data.

 I approximate a bank’s market share in terms of retail customers by a bank’s market share in terms of retail deposits, 
as given in Table 1. Shy (2002) suggests of using the number of bank accounts as a proxy for the bank’s customer 
base. The problem with this proxy is that many accounts are inactive. For example, according to the Bank of Finland 
sources, there were in total 16,211,877 bank accounts in Finland in 2016, which corresponds roughly 3.5 bank account 
per adult person.2  The deposit market share proxy circumvents this problem but I cannot take into account the 
skewed distribution of deposits across customers in calculations.

 Service fees are typically monthly or annual fees. Hence, when a customer contemplates switching a bank, relevant 
consideration is the discounted sum of fees that the customer expects to pay if they stay with their current bank or 
switch to another bank. I therefore calculate lifetime fees by discounting the infinite sum of monthly and annual fees 
with the same four percentage real interest rate that Shy (2002) also used. More specifically, the lifetime fee 

I approximate a bank’s markets share in terms of retail customers by a bank’s
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I cannot take into account the skewed distribution of deposits across customers

in calculations.

Service fees are typically monthly or annual fees. Hence, when a customer

contemplates switching a bank, relevant consideration is the discounted sum

of fees that the customer expects to pay if she stays with her current bank

or switches to another bank. I therefore calculate lifetime fees by discounting

the infinite sum of monthly and annual fees with the same four percentage

real interest rate that Shy (2002) also used. More specifically, the lifetime fee

fl,i for bank i is calculated from the bank’s monthly fee fm,i with the formula

fl,i = 12 · fm,i/(1− d) where d = 1/(1 + r) is the discount factor when the real

interest rate is r 2 R+. With r = 0.04, fl,i = 312 · fm,i.

I collect information about banks’ service fees from the VertaaEnsin.fi on-

line platform in January 2018. VertaaEnsin.fi is a part of the CompareEurope-

Group, a leading provider of online comparison platforms for financial services

in Europe. VertaaEnsin.fi contains up-to date information about various retail

banking packages, customer loyalty programs, and the associated account and

payment card fees in Finland. To facilitate a customer’s comparison of banks

and their service fees, the platform also selects the most relevant service pack-

ages for each bank. I include all these packages in the service fee calculations,

2There were 5.503 million people in Finland in 2016, of which 84% were at least 15 years,
see Statistics Finland, http://www.stat.fi/tup/suoluk/suoluk vaesto.html, last accessed on 30
October, 2017.
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is a part of the CompareEurope-Group, a leading provider of online comparison platforms for financial services in 
Europe. VertaaEnsin.fi contains up-to date information about various retail banking packages, customer loyalty pro-
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suoluk_vaesto.html, last accessed on 30 October, 2017.

Table 2: Loyalty Programs of Nordea and Danske Bank

Nordea

Regular customer Key customer 

Assets >6,000 € Assets >30,000 €

Products from >3  
different categories

Products from >5  
different categories

Regular monthly  
income >500 €

Regular monthly  
income >500 €

Danske Bank

Level 1 Level 2 Level 3 Level 4

Assets  
0–10,000 €

Assets 
10,000–50,000 €

Assets 
50,000–150,000 €

Assets 
>150,000 €

Notes: This table lists the requirements for each level of the customer loyalty programs of the two main commercial banks in Finland, Nordea and 
Danske Bank, in 2017. “Assets” includes both savings and loans.
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grams, and the associated account and payment card fees in Finland. To facilitate a customer’s comparison of banks 
and their service fees, the platform also selects the most relevant service packages for each bank. I include all these 
packages in the service fee calculations, and double-check the accuracy of the information for these packages from 
the banks’ own websites.

 VertaaEnsin.fi, however, contains no information about the Savings Banks Group. It provides service fee information 
for Oma Säästöpankki, the largest savings bank in Finland, but Oma left the Savings Banks Group in 2015. I there-
fore use Nooa Säästöpankki as the representative of the Savings Banks Group. Nooa is owned by the other group 
member bank and is a large savings bank operating in the Helsinki metropolitan area. I obtain Nooa’s fee information 
from the bank’s website. Using the fee information for Oma from VertaaEnsin.fi as a representative of savings banks 
fees instead of Nooa’s fees gives essentially the same results (see Section 4.3).

 Using the collected service fee information, I calculate the average monthly and lifetime fees for the banks. Table 3 
displays the results. The first service package featured in Table 3 for each bank is a mandatory banking service pack-
age: A customer residing in Finland has a statutory right to basic banking services that include a current account, a 
payment card, and internet banking services (Amendment to Act on Credit Institutions §1054/2016). The other 
packages I consider typically include a more advanced payment card and some other services. The packages in the 
table are labeled according to the most advanced payment card included in a package. (In some premium packages, 
a customer can have access to another payment card and bank account for the same fee.)

 Table 3 shows that the lifetime fees for the mandatory service package and for a package with a standard combined 
debit-credit card are roughly 1,000–2,000 euros. Customers having access to the highest loyalty benefit package in 
Nordea face the lowest fees. To reach such loyalty benefit levels, a customer needs to hold some non-negligible amount 
of assets in the bank (see Table 2). Therefore it is likely that such a customer pays other fees to Nordea, such as mort-
gage interest rates and repayment fees, or fund management fees, which are not captured by the service fee calculations 
here. Customers willing to purchase a premium service package at the lowest loyalty benefit level in Danske Bank 
face the highest fees, but such customers are probably rare.

 Table 3 also reveals that the banks’ average fees across all customer categories of a bank, except in the case of Danske 
Bank, are close to each other, approximately five euros per month or roughly 1,500–1,600 euros over the lifetime. 
However, Danske Bank’s larger average fee is driven by the high price of the premium (Platinum) service package for 
the lowest loyalty benefit levels. If the Platinum package is excluded from two or three lowest benefit levels, Danske 
Bank’s average fee becomes similar to the rivals’ average service fee.
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Table 3: Service Fees of the Largest Finnish Banks

Bank and Package Monthly (€) Lifetime (€)
Savings Banks Group

Debit/Credit 4 1,248

Gold Debit/Credit 6.25 1,950

All customers, average 5.13 1,599

OP Group

Non-owner customers

Electron 5.45 1,700

Owner-customers

Debit/Credit 2.95 920

Gold Debit/Credit 6.50 2,028

All customers, average 4.95 1,550

Nordea

Basic customers

Electron 7.5 2,340

Regular customers

Debit/Credit 5.25 1,638

Gold Debit/Credit 6.7 2,090

Key customers

Gold Debit/Credit 0 0

All customers, average 4.86 1,517

Danske Bank

Benefit level 1

Debit 6.8 2,122

Gold Debit/Credit 6.9 2,153

Platinum Debit/Credit 18 5,616

Benefit level 2

Debit 4.8 1,498

Gold Debit/Credit 5.9 1,841

Platinum Debit/Credit 12 3,744

Benefit level 3

Debit 1.6 499

Gold Debit/Credit 3.8 1,187

Platinum Debit/Credit 9 2,808

Benefit level 4

Debit 1.5 468

Gold Debit/Credit 3.7 1,154

Platinum Debit/Credit 8 2,496

All customers

Average 6.83 2,132

Average excl. Platinum for bl. 1–3 4.83 1,505

Notes: The first column explains service packages at each bank and the second column their corresponding monthly service fees. The lifetime fees in 
the third column are calculated by using four percentage real interest rate, as in Shy (2002). All service packages include at least the statutory banking 
services (a bank account, internet banking, and a payment card). The service packages in the first column are labeled according to the most advanced 
payment card included in the package. “Electron” means that a package only includes the Visa Electron debit card, “Debit/Credit” means that a pack-
age includes a standard combination card that has both debit and credit payment features, and “Gold” and “Platinum” mean that a package includes 
a premium combination debit-credit card (Visa Gold, Mastercard Gold, or Mastercard Platinum). Visa is the main provider of cards for the Savings 
Bank and OP Groups, and Mastercard for Nordea and Danske Bank. The service packages and fees are collected in January 2018 from the VertaaEnsin.fi 
online comparison platform and banks’ websites. The Savings Bank Group is represented by Nooa Säästöpankki. “Average” is an average service fee 
across all customer categories of a bank, and “Average excl. Platinum for bl. 1–3” is an average service fee of Danske Bank when the Platinum pack-
age is excluded from the benefit levels 1–3 but included in the benefit level 4.
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4. Results

4.1  Calibration Procedure

 Using the model of Section 2, and the deposit market shares and service fees calculated in Section 3, I can attempt 
to measure the switching costs. A challenge in this exercise is that I do not know the distribution of customers across 
various levels of the banks’ customer loyalty programs. Thus, while Table 3 suggests that three main banks with the 
largest market shares engage in product differentiation, there is no point to extend the single fee model of Section 2 
to capture this phenomenon. I thus proceed as if the all banks would set a single fee as in the model of Section 2.

 In equation (5), I first let 

Bank’s average fee becomes similar to the rivals’ average service fee.
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the Savings Banks Group the lowest. Therefore the model is based on the

assumption that the Savings Banks Group sets its fee by using the fee of the

OP Group as the reference point, and the other three banks set their fees in

reference to the fee of the Savings Bank Group.

As an example of switching cost calculation, let us consider the OP Group.

I approximate the OP Group’s service fee by its average fee across its customer

categories. The assumption is heroic. It is plausible to think that a majority of

the OP Group’s customers are also its owners and use a standard combined Visa
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counted sum of service fees charged by the OP Group (fOP ) is approximately

1, 550 euros. Similarly, the average life-time fee charged by the Savings Bank

Group (fSP ) is approximately 1, 599 euros. Then, equation (5) suggests that

the switching costs facing the OP Group’s customers are given by

(6) δOP = fOP −

NSBfSP

NOP +NSB
= 1, 550−

0.041 · 1, 599

0.375 + 0.041
⇡ 1, 392.

Proceeding in the way outlined by equation (6) gives the switching costs for

three remaining banks. In the case of Danske Bank, I use the average service

fee that excludes the Platinum package from the benefit levels 1-3 but include

it in the benefit level 4. To measure the switching costs per average account

balance, I calculate the average account balance by dividing the total account

balance in the Finnish banking industry from Table 1 by the total number of

bank accounts in Finland in 2016.

14

 is approximately 1,550 euros. Similarly, the average life-time fee charged by the Savings Bank Group 

Bank’s average fee becomes similar to the rivals’ average service fee.

4 Results

4.1 Calibration Procedure

Using the model of Section 2, and the deposit market shares and service fees

calculated in Section 3, I can attempt to measure the switching costs. A chal-

lenge in this exercise is that I do not know the distribution of customers across

various levels of the banks’ customer loyalty programs. Thus, while Table 3 sug-

gests that three main banks with the largest market shares engage in product

di↵erentiation, there is no point to extend the single fee model of Section 2 to

capture this phenomenon. I thus proceed as if the all banks would set a single

fee as in the model of Section 2.

In equation (5), I first let k = 4, and then use the third column of Table

1 to set N1 := NOP = 0.375, N2 := NN = 0.277, N3 := NDB = 0.125 and

N4 := NSB = 0.041 in which subscripts OP , N , DB, and SB refer to the

OP Group, Nordea, Danske Bank and the Savings Banks Group, respectively.

Of the four banks considered the OP Group has the largest market share and

the Savings Banks Group the lowest. Therefore the model is based on the

assumption that the Savings Banks Group sets its fee by using the fee of the

OP Group as the reference point, and the other three banks set their fees in

reference to the fee of the Savings Bank Group.

As an example of switching cost calculation, let us consider the OP Group.

I approximate the OP Group’s service fee by its average fee across its customer

categories. The assumption is heroic. It is plausible to think that a majority of

the OP Group’s customers are also its owners and use a standard combined Visa

Debit/Credit card. Thus, using the average service fee approximates the service

13

fees upwards. Yet, the service fee calculations only take into account the basic

internet banking account fees and fixed annual fees from a payment card. Since

most customers use some other banking services (e.g., withdraw cash, use credit

features of a payment card, exchange currency, and so on), the service fees in

my calculations are approximated downwards. Furthermore, since market shares

are based on account balances and since it is plausible to think that customers

using a Visa Gold card have larger account balances, the OP Group’s service

fee and, by implication, the switching costs of its customers, relative to account

balances are more accurately captured than the average service fee and the

switching cost in terms of euro amounts. In any event, by using Table 3, it is

easy to calculate alternative switching costs by using alternative weightings of

customer segments.

Under these assumptions, Table 3 reveals that the average lifetime dis-

counted sum of service fees charged by the OP Group (fOP ) is approximately

1, 550 euros. Similarly, the average life-time fee charged by the Savings Bank

Group (fSP ) is approximately 1, 599 euros. Then, equation (5) suggests that

the switching costs facing the OP Group’s customers are given by

(6) δOP = fOP −

NSBfSP

NOP +NSB
= 1, 550−

0.041 · 1, 599

0.375 + 0.041
⇡ 1, 392.

Proceeding in the way outlined by equation (6) gives the switching costs for

three remaining banks. In the case of Danske Bank, I use the average service

fee that excludes the Platinum package from the benefit levels 1-3 but include

it in the benefit level 4. To measure the switching costs per average account

balance, I calculate the average account balance by dividing the total account

balance in the Finnish banking industry from Table 1 by the total number of

bank accounts in Finland in 2016.

14

fees upwards. Yet, the service fee calculations only take into account the basic

internet banking account fees and fixed annual fees from a payment card. Since

most customers use some other banking services (e.g., withdraw cash, use credit

features of a payment card, exchange currency, and so on), the service fees in

my calculations are approximated downwards. Furthermore, since market shares

are based on account balances and since it is plausible to think that customers

using a Visa Gold card have larger account balances, the OP Group’s service

fee and, by implication, the switching costs of its customers, relative to account

balances are more accurately captured than the average service fee and the

switching cost in terms of euro amounts. In any event, by using Table 3, it is

easy to calculate alternative switching costs by using alternative weightings of

customer segments.

Under these assumptions, Table 3 reveals that the average lifetime dis-

counted sum of service fees charged by the OP Group (fOP ) is approximately

1, 550 euros. Similarly, the average life-time fee charged by the Savings Bank

Group (fSP ) is approximately 1, 599 euros. Then, equation (5) suggests that

the switching costs facing the OP Group’s customers are given by

(6) δOP = fOP −

NSBfSP

NOP +NSB
= 1, 550−

0.041 · 1, 599

0.375 + 0.041
⇡ 1, 392.

Proceeding in the way outlined by equation (6) gives the switching costs for

three remaining banks. In the case of Danske Bank, I use the average service

fee that excludes the Platinum package from the benefit levels 1-3 but include

it in the benefit level 4. To measure the switching costs per average account

balance, I calculate the average account balance by dividing the total account

balance in the Finnish banking industry from Table 1 by the total number of

bank accounts in Finland in 2016.

14

 is approximately 1,599 euros. Then, equation (5) suggests that the switching costs facing the OP Group’s cus-
tomers are given by

 (6)   

fees upwards. Yet, the service fee calculations only take into account the basic

internet banking account fees and fixed annual fees from a payment card. Since

most customers use some other banking services (e.g., withdraw cash, use credit

features of a payment card, exchange currency, and so on), the service fees in

my calculations are approximated downwards. Furthermore, since market shares

are based on account balances and since it is plausible to think that customers

using a Visa Gold card have larger account balances, the OP Group’s service

fee and, by implication, the switching costs of its customers, relative to account

balances are more accurately captured than the average service fee and the

switching cost in terms of euro amounts. In any event, by using Table 3, it is

easy to calculate alternative switching costs by using alternative weightings of

customer segments.

Under these assumptions, Table 3 reveals that the average lifetime dis-

counted sum of service fees charged by the OP Group (fOP ) is approximately

1, 550 euros. Similarly, the average life-time fee charged by the Savings Bank

Group (fSP ) is approximately 1, 599 euros. Then, equation (5) suggests that

the switching costs facing the OP Group’s customers are given by

(6) δOP = fOP −

NSBfSP

NOP +NSB
= 1, 550−

0.041 · 1, 599

0.375 + 0.041
⇡ 1, 392.

Proceeding in the way outlined by equation (6) gives the switching costs for

three remaining banks. In the case of Danske Bank, I use the average service

fee that excludes the Platinum package from the benefit levels 1-3 but include

it in the benefit level 4. To measure the switching costs per average account

balance, I calculate the average account balance by dividing the total account

balance in the Finnish banking industry from Table 1 by the total number of

bank accounts in Finland in 2016.

14

fees upwards. Yet, the service fee calculations only take into account the basic

internet banking account fees and fixed annual fees from a payment card. Since

most customers use some other banking services (e.g., withdraw cash, use credit

features of a payment card, exchange currency, and so on), the service fees in

my calculations are approximated downwards. Furthermore, since market shares

are based on account balances and since it is plausible to think that customers

using a Visa Gold card have larger account balances, the OP Group’s service

fee and, by implication, the switching costs of its customers, relative to account

balances are more accurately captured than the average service fee and the

switching cost in terms of euro amounts. In any event, by using Table 3, it is

easy to calculate alternative switching costs by using alternative weightings of

customer segments.

Under these assumptions, Table 3 reveals that the average lifetime dis-

counted sum of service fees charged by the OP Group (fOP ) is approximately

1, 550 euros. Similarly, the average life-time fee charged by the Savings Bank

Group (fSP ) is approximately 1, 599 euros. Then, equation (5) suggests that

the switching costs facing the OP Group’s customers are given by

(6) δOP = fOP −

NSBfSP

NOP +NSB
= 1, 550−

0.041 · 1, 599

0.375 + 0.041
⇡ 1, 392.

Proceeding in the way outlined by equation (6) gives the switching costs for

three remaining banks. In the case of Danske Bank, I use the average service

fee that excludes the Platinum package from the benefit levels 1-3 but include

it in the benefit level 4. To measure the switching costs per average account

balance, I calculate the average account balance by dividing the total account

balance in the Finnish banking industry from Table 1 by the total number of

bank accounts in Finland in 2016.

14

 

 Proceeding in the way outlined by equation (6) gives the switching costs for three remaining banks. In the case of 
Danske Bank, I use the average service fee that excludes the Platinum package from the benefit levels 1–3 but include 
it in the benefit level 4. To measure the switching costs per average account balance, I calculate the average account 
balance by dividing the total account balance in the Finnish banking industry from Table 1 by the total number of 
bank accounts in Finland in 2016.

 4.2  Results

 The main results are summarized in Table 4. The two bottom rows display the calibrated switching costs. The mean 
lifetime switching cost is 1,004 euros, and 11% in relation to the average account balance. The Savings Bank Group’s 
customers can switch a bank more cheaply than the customers of the other banks. Shy (2002) also finds that the 
customers of the smallest bank face much lower switching costs than the customers of its rivals.
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 It is useful to compare the results of Table 4 to the results in Table 2 in Shy (2002). Since Shy (2002) uses the Finnish 
deposit market data from 1997 and here the data comes approximately around the year 2017, the comparison reveals 
that switching costs have increased by roughly 50% in real terms during the 20-year period from 1997 to 2017. How-
ever, the comparison shows no essential changes in switching costs per average account balance over the 20-year 
period in the Finnish banking industry. This pattern of higher switching costs and deposit account balance could 
reflect an increase in wealth and opportunity cost of time of the Finnish depositors since 1997.

 Silva and Lucinda (2017) use a different method – the one developed by Kim et al. (2003) – to estimate switching 
costs in the Brazilian deposit markets. In the most comparable set up to mine, Silva and Lucinda (2017) report that 
switching costs faced by the depositors of the largest Brazilian banks range from 26% to 30% relative to average 
deposit account balance, which is even a higher figure than here.

 An explanation for the Savings Bank Group’s lower switching costs might be that savings banks are stakeholder banks 
where managers might have lower incentives to lock in their clients. This explanation is put forward by Egarius and 
Weill (2016) who find that across all banking activities and in lending markets (they do not consider deposit markets 
separately), the customers of cooperative banks tend to have lower switching costs than the customers of other bank 
types. In my data, however, the customers of the cooperative bank (the OP Group) face the highest switching costs. 
Thus the differences in profit-maximization objectives provide no obvious explanations for the findings here.

 An alternative explanation could arise from the fact that as a cooperative, the OP Group attracts members based on 
common bonds. Such bank customers face higher switching costs. The importance of common bonds as a rationale 
for the cooperative bank membership has, however, diminished over time in Finland (Jones et al., 2016). Rather, I 
interpret the findings as to suggest that the OP Group’s loyalty program has been successful to lock in their owner-
customers, and the absence of the loyalty program in the Savings Banks Group might be a major reason for its lower 
switching costs.

 Increasingly wide-spread adoption of loyalty programs might also contribute to the documented increase in the 
switching costs since Shy’s (2002) study. For example, the OP Group introduced its loyalty program in 1999 after Shy 
collected his data. Moreover, after 2011 the only way to use the OP Group’s loyalty bonuses has been to pay for the 
OP Group’s service fees (FCCA, 2019).  

Table 4: Switching Costs in the Finnish Banking Industry in 2017

OP Group Nordea Danske Bank Savings Banks

Market share (%) 37.5 27.7 12.5 4.1

Average monthly fees (€) 4.95 4.86 4.83 5.13

Lifetime fees (€) 1,550 1,517 1,505 1,599

Switching costs (€) 1,392 1,311 1110 202

SC/avg. bal. (%) 15 14 12 2

Notes: The last row expresses switching costs per average account balance (9074 euros). The average account balance is calculated by dividing ag-
gregate balance (147,098 M€), obtained from from Table 1, by the total number of bank accounts (16,211,877) in 2016, obtained from the Bank of 
Finland. Market shares are from Table 1, and monthly and lifetime fees are from Table 3. The fees reflect the situation at the beginning of year 2018 
and other variables at the end of year 2016.
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 These loyalty bonuses cannot be transferred to another bank and they thus work much like frequent flier miles for 
airlines, generating switching costs. The extent to which the loyalty programs of Danske Bank and Nordea outlined 
in Table 2 create switching costs is less clear, although the FCCA (Saarinen, 2014) appears to regard the loyalty pro-
grams of all major Finnish banks as switching barriers. The loyalty programs of Danske Bank and Nordea at least 
obscure the comparison of banks’ service charges which – according to the Vickers report (2011) – is linked to high 
switching costs. 

 High switching costs documented in this study might indicate weak competition in the Finnish banking industry. As 
also documented in this study, the market shares of the largest banks are high. According to some measures, the 
Finnish banking industry is the most concentrated in Europe (see, e.g., Saarinen, 2014 and Savolainen, 2016). The 
Finnish banking industry has repeatedly attracted attention from the competition policy authorities during this mil-
lennium. Even prior to the case related to the OP Group’s loyalty program, the lack of competition and high switch-
ing costs due to loyalty programs have been a concern to the FCCA (see, e.g., Saarinen, 2014). The FCCA has also 
raised the concern that the Finnish banks use Finance Finland – the industry association of the Finnish financial 
sector firms – as a collusive device so as to raise service fees (see, FCCA, 2016).3 The banks’ public announcements 
about the future mortgage margins (see, e.g., Rintakoski, 2015) and their cooperation in the automatic teller machine 
market have also concerned the FCCA (see, e.g., Kopsakangas-Savolainen and Takalo, 2014).

 However, the relationship between switching costs and competition in the banking industry is not straightforward 
(Gehrig and Stenbacka, 2007, Carbo-Valverde et al., 2011, Ciet and Verdier, 2019, and Stenbacka and Takalo, 2019). 
As suggested by Carbo-Valverde et al. (2011) and Stenbacka and Takalo (2019), an increase in switching costs in the 
deposit markets should weaken competition with inherited customers but intensify competition for new customers. 
Since the Finnish banks often compete for new customers via mortgage interest rates, this competition should become 
more intense with the increasing level of switching costs. In line with this prediction, a rough calculation suggests 
that the average mortgage margin in Finland decreased by 46% between December 1997 and December 2017.4

 4.3  Robustness

 My measurement exercise involves a number of strong assumptions. I have therefore conducted several robustness 
checks by using alternative shortcuts. For example, using a bank’s mortgage market share instead of its deposit mar-
ket share as a proxy for the bank’s customer base would yield similar results but the fourth largest bank in terms of 
granted mortgages would be Aktia, just ahead of the Savings Banks Group.

 I report here in more detail results from the robustness check where I use the fee information for Oma Säästöpankki 
from the VertaaEnsin.fi online comparison platform as a representative of savings banks fees instead of the hand-
collected information for the fees of Nooa Säästöpankki (see Section 3.2).

3 The OP Group’s loyalty program case has also a link to the banks’ cooperation within Finance Finland: As mentioned in the introduction, the case began 
after If P&C filed a complaint about the OP Group’s loyalty program to the FCCA. The complaint prompted the OP Group to withdraw from Finance 
Finland but just prior to the FCCA’s decision, it returned back to the association. According to the OP Financial Group’s Chief Executive Timo Ritakallio, 
the main reason for the return was ”the desire to increase the cooperation within the industry [translation from Finnish by the author]”, https://twitter.
com/ritakti/status/1009045585574400000, last accessed on June 10, 2020.

4 I calculated this reduction from the Bank of Finland statistics, https://www.suomenpankki.fi/fi/Tilastot/rahalaitosten-tase-lainat-ja-talletukset-ja-korot/
(last accessed on June 25, 2020). The Bank of Finland readily calculates the average margin on new mortgages in Finland and it was 0.94 percentage points 
at the end of 2017. However, the Bank of Finland’s average mortgage margin time series only begin from 2010. Following the Bank of Finland’s method to 
calculate the average margin on new mortgages, I find that the average mortgage margin was between 1.69 and 1.76 percentage points in Finland at the end 
of 1997. Assuming that the average mortgage margin was 1.73 percentage points, the margin thus decreased by 0.79 percentage points or by 46% between 
December 1997 and December 2017.
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 VertaaEnsin.fi gives only one the monthly fee for Oma Säästöpankki: five euros per month for a standard banking 
service package with a combined debit-credit card. Using the four percentage real interest rate, the corresponding 
life time fee is 1,560 euros. Using this euro amount instead of 1,599 for the savings banks life time fee implies that 
the switching costs for the customers of the OP, Nordea, Danske Bank and Savings Banks are in euros 1,397, 1,390, 
1,120, and 160, respectively. In words, the switching costs of the Savings Banks Group’s clients are slightly lower and 
those of the other banks’ clients correspondingly slightly higher. Compared to the average account balance, there are 
no essential changes.

 My estimates of switching costs and especially their increase from Shy (2002) may seem high. The estimated costs 
were lower (higher) if I assumed that customers would be disproportionately distributed on the lowest (highest) fee 
categories for each bank. However, since I do not know the distribution of customers across different service pack-
ages, the “average fee” assumption used in this study is a natural starting point. Furthermore, switching costs per 
account balance reported in this study are in line with the ones in Shy (2002) and lower than in Silva and Lucinda 
(2017), supporting the meaningfulness of the estimated costs. Also, it is comforting that the increase in switching 
costs appears to be matched by an equal reduction in the average mortgage margin.

5. Conclusion

I measure switching cost for the Finnish retail deposit market by using the approach developed by Shy (2002). In Section 
5 of his article, Shy (2002) also uses the Finnish deposit market as an example of switching cost measurement. As the data 
in Shy (2002) comes from 1997 and here around the year 2017, the results also show how bank switching costs have 
changed over 20 years in Finland. In contrast to Shy (2002), I can use banks’ real names, and market shares are based on 
accurate numbers.

I find that switching costs faced by customers of the largest banks exhibit large variation, ranging from 200 euros to 
nearly 1,400 euros. While the costs are calculated from the discounted lifetime banking fees assuming an once-in-a-lifetime 
switch, these estimated switching costs can be seen as high, especially at the top end. In relation to the average account 
balance of a customer, switching costs range from 2% to 15%. Comparing these numbers with those reported by Shy 
(2002) suggests that while switching costs have increased some 50%in real terms over 20 years, switching costs per aver-
age account balance have not essentially changed. The OP Group’s customers appear to face the highest switching costs 
whereas the Savings Banks Group’s customers the lowest – this finding together with the results reported in Egarus and 
Weil (2016) suggests that switching costs of stakeholder banks appear to be different than those of shareholder banks. 
Clearly, more research on the role of organizational structure for competition, performance and stability in banking would 
be warranted. Ferri et al. (2014a,b) provide advances towards this direction.

I conjecture that the differences in switching costs among the Finnish banks might be explained by differences in their 
loyalty programs. The spread of these loyalty programs could also explain the increase in the real switching costs over 20 
years documented in this study. High switching costs could also indicate weak competition in the Finnish retail deposit 
market, although the relationship between switching costs and competition in the banking industry is complex (Gehrig 
and Stenbacka, 2007, Carbo-Valverde et al., 2011, Ciet and Verdier, 2011, and Stenbacka and Takalo, 2019). The theo-
retical results in Stenbacka and Takalo (2019) and the evidence documented in this study suggest a hypothesis according 
to which an increase in switching costs in the Finnish deposit markets is linked with more intense competition for mort-
gagors.

A future work should extend Shy’s (2002) method to product versioning to accommodate different banking service pack-
ages and loyalty programs. The method should also be extended to allow for multiple switches by a customer over her 
lifetime.

The implications of customer loyalty programs and switching costs for competition and stability in the banking industry 
should also be evaluated carefully. On one hand, the Basel III liquidity regulations and the findings in Brown et al. (2020) 
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indicate that tighter depositor relationships consistent with higher switching costs are likely to make depositors less 
likely to run on a bank in a crisis. On the other hand, high switching costs may result in a fierce competition for new 
customers and increase bank failure rates (Stenbacka and Takalo, 2019). To make a comprehensive evaluation of the 
stability implications of switching costs, it would be valuable to build a bank run model with multiple banks in which 
depositors can switch deposits from one bank to another (see, e.g., Chen and Hasan, 2006, for a contribution to this di-
rection).

High switching costs in the banking industry documented by this and earlier studies support the call by the Vickers report 
(ICB, 2011) for more regulatory attention to bank switching costs. Optimal regulation of these costs in practice is, how-
ever, challenging since bank switching costs can be affected by many regulatory policies and authorities such as those 
concerning competition, consumer protection, and financial stability. □
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