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Abstract

Using multimodal conversation analysis (CA), this study examines communicative practices in co-lo-
cated encounters where participants are getting acquainted with VR-technology and games. The analysis 
focuses on instructional activities and investigates how an expert player guides others in learning how to 
handle VR equipment and getting to know the game mechanics during the initial moments of starting 
a new game.

The data comprises video-recordings of informal social gatherings of 3–4 young adults who take turns 
in trying out different VR games. The gaming situations were organized in a temporary game lab using 
consumer-grade VR equipment, a large screen that displayed video feed from the game console and 
loudspeakers for the game sound.

The analysis demonstrates how the experienced player who has no direct agency over the virtual world 
uses verbal and carefully placed tactile means to help novice players (who in turn have restricted access 
to the material world) navigate the initial stages of entering a game. Their complying actions, on the other 
hand, are characterized by finely tuned bodily adjustments in interplay with affordances of the techno-
logy. The instruction sequences, therefore, represent interactional moments in which the participants 
mutually attend to asymmetries, orienting to bridging physical and virtual ecologies of action.
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Introduction

This study discusses how communicative prac-
tices are adapted to the affordances for inter-
action in co-located encounters where par-
ticipants are getting acquainted with highly 
immersive virtual reality (VR) mechanics and 
games. As an emerging technology, VR has 
gained much attention recently (see Liberatore 
& Wagner, 2021). Research in psychology and 
the humanities, for example, addresses ques-
tions of presence (see Felton & Jackson, 2022) 
and emotional effects on user experience (Die-
mer et al., 2015), or how VR can be successfully 
implemented in mental and physical rehabilita-
tion (see Howard, 2017; Strong, 2020) as well 
as in teacher education (see Billingsley et al., 
2019). Indeed, the abundance of scholarly work 
suggests an expectation that VRs are readily 
applicable to and going to improve almost all 
areas of social life.

Interaction research, on the other hand, has 
explored the situatedness and complexity of 
human conduct in the context of technolo-
gy-in-interaction. For instance, Hindmarsh 
et al. (2006) analyze the organization of social 
interaction in a desktop-based VR and note 
interactive difficulties in establishing shared 
reference, prompting considerable adjust-
ments in the ways participants index objects in 
the virtual environment. Their findings reveal 
the spatial and local embeddedness of mutual 
understanding and forecast difficulties for de-
signers “that relate to support for interaction 
in virtual environments as opposed to issues of 
graphical realism” (Hindmarsh et al., 2006, p. 
812). Conversation analytic work has yielded 
valuable insights into virtual embodied prac-
tices for playful collaboration in virtual worlds. 
Findings show that participants may (have to) 
reconfigure properties of the technology for 
interaction and adapt communicative actions 

to the material and virtual specificities of the 
setting. Studies have captured, for example, the 
situated resources gamers employ (sometimes 
unsuccessfully) in the organization and coor-
dination of joint activities (Moore et al., 2007), 
in projecting next actions (Bennerstedt & Ivars-
son, 2010), and for peer-socialization of novices 
(Liang, 2021) in avatar-mediated video games.

However, there is a notable gap in research on 
interaction that is organized around highly im-
mersive VR, i.e. technologized social situations 
that involve the use of a head-mount (fully 
restricting visual access to the physical envi-
ronment while providing a three-dimensional 
view of the digital landscape) and other devic-
es that enable interaction with the interface by 
translating bodily action into the virtual space 
(see, however, Olbertz-Siitonen et al., 2021). 
This means that participants’ actions and ori-
entations in settings that integrate immersive 
VR equipment, for example the (interactional) 
work that is required to enter and engage with 
VR, remain largely unexplored.

This study addresses this gap by investigating 
how an expert player guides other participants 
in learning how to handle VR equipment and 
getting to know the game mechanics during the 
initial moments of starting a new game. Using 
multimodal conversation analysis (CA), we 
trace the embodied practices that participants 
deploy in instruction sequences and show how 
these are skillfully fitted to different overlap-
ping (physical and virtual) ecologies of action 
in the context of VR-functionality. The instruc-
tional activity is organized through sequences 
of ‘here and now’ instructions that make rele-
vant a manual/bodily second action – instruct-
ed action (Garfinkel, 2002) – that advances 
the activity of starting a new game (see Dep-
permann, 2018). We demonstrate that the ac-
complishment of instructions relies on specific 
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bodily configurations, involving close physical 
proximity, verbal turns, use of touch and man-
ual guiding actions that attend not only to the 
different temporalities of verbal and physical 
activities (Lerner & Raymond, 2021; Monda-
da, 2016), but also to distinct spatialities and 
restricted affordances for actions. We further 
illustrate how the instruction sequences exhibit 
different agency of the participants and display 
the local competencies relevant for the task.

By focusing on immersive VR-in-interaction, 
then, our analysis also extends previous re-
search on co-located video gameplay, involv-
ing interaction at the ‘boundaries’ of in-game 
activities and being (with others) in the same 
physical space (see Baldauf-Quilliatre & Colón 
de Carvajal, 2021; Mondada, 2012; Tekin, 2021; 
Tekin & Reeves, 2017). It contributes to under-
standing the organization of participation in-
volving the player’s interaction with the device, 
actions in the virtual world as well as engage-
ment with other co-present participants (see 
Schmidt & Marx, 2021). A distinctive feature 
of the gaming set-up in this study is the way 
that the use of VR technology restricts access 
to the contextual resources that enable inter-
action with the game and others in the room. 
For example, the participants do not share the 
same visual field – only the player wearing the 
headset has direct agency over the full range of 
resources in the virtual space, but at the same 
time has limited access to the physical envi-
ronment. The interaction thus takes place in a 
somewhat fractured ecology (Luff et al., 2003) 
that constrains the way that participants can es-
tablish and maintain intersubjectivity (see also 
Heath & Luff, 1993). Our analysis illustrates 
how the participants draw on and adjust avail
able (embodied) resources to attend to commu-
nicative asymmetries and thus achieve mutual 
orientation to the task at hand.

In the next section, we introduce the data and 
method, after which we outline our approach 
to instructions and instructed action as social 
accomplishments. Following this, we present 
our analysis of instances of instructed action 
that are situated in consecutive moments, or 
steps, through which participants interactively 
achieve the start of a new game. We conclude by 
discussing our findings and their implications, 
for example, in terms of usability and UX de-
sign, but also regarding the social embedded-
ness of VR functionality.

Data and method

We draw on video-recorded instances of co-lo-
cated VR-gameplay involving university stu-
dents and staff (researchers). The data was col-
lected in 2018 in a temporary game lab using 
PlayStation VR (Olbertz-Siitonen et al., 2021). 
While the equipment allowed only one person 
to enter the virtual world, the arrangement of 
the game lab included a large external screen 
as well as loudspeakers providing other par-
ticipants with audio-visual access to in-game 
events. The dataset comprises four two-hour 
gaming sessions amounting to a total of approx-
imately 500 minutes of recorded material. The 
number of participants fluctuated in each ses-
sion, as they arrived and left at different times. 
However, altogether 15 people participated in 
the tryouts (3 researchers and 12 players). All 
participants gave their permission to utilize the 
collected material in research and publications.

To document the activities in both the physi-
cal and the virtual environments, two cameras 
were set up to capture different views of the 
game lab in addition to automated recording of 
the video feed of the game that was displayed 
on the big screen. Thus, the material provides 
three angles: a view of what was happening in 
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the game, a focused view of the player, and a 
wider view of the room in general (showing, for 
example, other participants sitting behind or 
beside the player, fig. 1).

Figure 1. Setup of the game lab

2021). Moments of switches between players 
emerged as particularly interesting for further 
analysis, as these instances made relevant dif-
ferent forms of assistance, revealing the situ-
atedness of giving and following instructions 
within and across physical and virtual ecologies 
of action. Our analysis is based on a collection 
of 40 switches between players that included 
instruction sequences where the expert player 
(one of the researchers) provided guidance on 
how to handle the VR equipment and game me-
chanics. For this study, we selected 5 examples 
that are representative of practices deployed in 
the situated accomplishment of instruction se-
quences in their sequential environments. The 
data were transcribed applying the principles 
of CA (see Jefferson, 2004) and the conventions 
for transcribing embodied conduct developed 
by Mondada (2018, see appendix). Visual phe-
nomena and written instructions provided by 
VR technology are presented in the transcript 
when relevant for the analysis. The participants 
spoke English and Finnish during the sessions. 
In the case of Finnish, an English translation is 
included in the transcripts.

The study applies multimodal CA (Goodwin, 
2000; Mondada, 2016; 2019) which is grounded 
in the ethnomethodological question of “(…) 
how do social actors come to know, and know 
in common, what they are doing and the cir-
cumstances in which they are doing it” (Herit-
age, 1984, p. 76; our emphasis). Multimodal CA 
focuses on the mutual accomplishment of in-
teraction, that is, the embodied communicative 
practices (gestures, gaze, talk, prosody, posture, 
etc.) through which interactants make their un-
derstandings available to each other and there-
by achieve intersubjectivity – concurrently as 
well as sequentially (see Mondada, 2016). In the 
exclusive consideration of observable, embed-
ded and contextual behavior lies an important 
strength of this approach for communication 

While some were experienced gamers, all at-
tendees had little to no previous experience 
with PlayStation VR and can be considered 
novices in operating parts of the equipment 
(such as the headset) as well as navigating the 
virtual game reality. This aspect is visible in the 
ways they handle the gear and enter different 
games. Indeed, one objective of these organized 
gaming events was to gain insights into how the 
participants together get acquainted with the 
technology and orient to playing games that are 
new to them in terms of content and possible 
immersion.

The participants took turns in trying out various 
games. The sessions were thus characterized by 
a one-at-a-time turn-taking system where each 
participant waited for their turn while only one 
had agency in the virtual world (cf. Carlin et al., 
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studies. CA draws on what becomes witnessa-
ble in the recordings of naturally occurring data 
(Schegloff & Sacks, 1973), and therefore studies 
actual (instead of accounts of) communication. 
This enables us to concentrate on situated ac-
tion as the site for understanding social and 
communicative processes in a technological 
setting, paying detailed attention to the tem-
porality, materiality and interactivity of com-
municative practices involving VR technology. 
Our analysis illustrates the practices deployed 
in the moments leading to starting a new game 
and shows how the sequential steps of getting 
equipped for play, managing game mechanics, 
and interacting ‘in VR’ are assembled through 
the participants’ use of language, bodily con-
duct, objects, and space.

Instructions and instructed action

Starting a new game requires practical knowl-
edge and expertise in using the device (how 
to handle and operate the controller, how to 
react to requests of the system), adjustment 
to a new spatial surround (virtual space, new 
visual field) and learning how to see and act 
in the new environment (see Nishizaka, 2006). 
The joint production of the sequential steps 
through which a new game is launched involves 
instructional sequences, where the expert play-
er guides each new participant through the nec-
essary activities by telling and showing them 
what to do next. These sequences are interac-
tionally accomplished through the deployment 
of instructions coupled with manual and bodily 
actions (gestures, manual actions involving ob-
jects), and the embodied actions through which 
the recipients respond to them. Manual activity 
is crucial to the task at hand; getting the game 
started involves coordination of bodily conduct 
and timely accomplishment of actions in ways 

that are sensitive to the specific situation (Heath 
et al., 2018; Lerner & Raymond, 2021).

We approach instructions as part of a family of 
directive actions, requests and directives taking 
different forms, that make relevant a complying 
second action (Deppermann, 2018; Lindwall 
et al., 2015). The instructions provide resourc-
es for understanding what happens next in the 
current phase of activity, what to do with the 
controller or where to look and what to pay at-
tention to in their visual field. Like other situa-
tions that involve physical activities and skills 
(see Keevallik, 2010; Lindwall & Ekström, 2012; 
Nishizaka, 2007, 2011), instructions in the 
game lab are performed multimodally and of-
ten involve multiple resources including man-
ual and other physical guidance. The recipients 
show their understanding of the instruction – 
and the social and material environment – in 
the way they attend to it in their next actions, 
accomplished through bodily actions with or 
without co-occurring talk.

Previous research has shown how instructions 
are embedded in the ecologies of practical 
activities such as driving (De Stefani, 2018), 
handicraft (Lindwall & Ekström, 2012) and 
cooking (Lilja & Piirainen-Marsh, 2022) and 
emerge from specific local circumstances in 
these activities. In our data, the organization of 
instructions and the actions projected by them 
are sensitive to the specific spatial and material 
arrangements of the game lab, which provide 
asymmetrical access to the VR technology and 
restrict the affordances for action available for 
different participants. As the analysis will show, 
restrictions of visual access that are experienced 
by the player once they are wearing the headset, 
necessitate the use of verbal descriptions and 
tactile engagements with the devices to nego-
tiate how an instruction is to be understood 
and how the projected second action can be 
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accomplished. The way that different resources 
are made relevant and mobilized depends on 
the position of the instruction in the trajectory 
of the activity and the situational contingencies 
that the participants experience.

Recent research on the linguistic and embod-
ied design of instructions has shown that the 
choice of action formats depends on the tem-
poral relevance for the response (immediate, 
here and now vs. later response), the partici-
pants’ displayed competences related to prior 
knowledge (epistemic status) and interactional 
history (Deppermann, 2018; de Stefani, 2018). 
Instructions are recipient designed so that they 
are sensitive to the relative expertise and skills 
of the participants in performing the task or ac-
tivity. In our data, the experienced player draws 
on his expertise in the domain of VR and games 
in guiding the players, some of whom are expe-
rienced players but have little or no prior expe-
rience of VR.

Like other task-centered activities, setting up 
and interacting with a game involves practical, 
manual and bodily know-how which is essential 
for successful play. In the context of VR, even 
experienced players need to adjust to a new en-
vironment and develop a new kind of mastery 
of the body, knowing in action (Ekström, 2012; 
Schön, 1987) to manage the game. In the game 
lab the participants take turns in trying out the 
technology, which enables those who are not 
using the device to observe the interactions that 
occur between the expert and the current play-
er and develop at least an initial understanding 
of what is involved in starting the game. In the 
following sections we elucidate how the multi-
modal design of instructions is sensitive to the 
varied expertise and degree of common ground 
that participants display in their talk and ac-
tions.

Another crucial aspect of the technological 
setting that impacts the participants’ project 
of starting a new game is the way they attend 
to the visual world that the player experiences 
through the headset and the other participants 
see on a large screen. The VR technology de-
sign provides instructions in written form and 
in the form of visual images and prompts that 
are meant to guide the user in how to proceed 
and make choices from the available options/
games. The participants orient to this in their 
conduct in different phases of preparing for and 
negotiating entry into the game. Although the 
specific design of the virtual environment offers 
resources for understanding how to use it, the 
guidance provided by the expert player is often 
crucial for the practical accomplishment of the 
instructed actions. This is visible, for example, 
in the way that the instructions attend to spe-
cific ways of using the devices to locate relevant 
features (e.g., visual instructions and cues in 
VR) and carry out actions that are necessary for 
starting the game.

Analysis and findings

In this section, we elucidate the interaction-
al character of instructions and their situated 
multimodal accomplishment during the initial 
moments of starting a new game. The analysis 
is organized into three sections that illustrate 
how instruction sequences are embedded in 
and constitute three different activity environ-
ments: (1) passing of the controller(s) to a new 
player and thereby equipping them for action, 
(2) establishing controller functionality and 
calibrating the game, and (3) managing in-
game mechanics. These environments are rep-
resentative of the sequential steps involved in 
managing entry into a new game. The order in 
which they occur and the way they are realized 
depends on the local circumstances, such as the 
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game of choice and the hardware required, as 
well as the expertise shown by the participants 
in handling the equipment. As the analysis will 
show, the way instruction sequences are assem-
bled is sensitive to these circumstances.

In negotiating the sequential steps, the partici-
pants manage the intersecting organizations of 
giving and following instructions and manipu-
lating objects. This makes relevant specific kinds 
of configurations and practices that attend to 
the different spatialities involved and the man-
ual activities (or manually organized courses of 
action, see Lerner & Raymond, 2021). In what 
follows we show how the experienced player 
who has no direct agency over the virtual world 
uses verbal and carefully placed tactile means 
to help novice players (who in turn have no 
visual access to the material world) navigate the 
initial stages of entering a game. The examples 
illustrate the configurations that enable actions 
to be recognizable as instructions and the prac-
tices through which they are accomplished and 
understood in the three different environments. 
First, we show how instructions enable the ac-
complishment of object transfer in preparation 
for starting the game. This involves various 
adjustments to the material ecology involving 
restricted access to visual resources. After that 
we focus on configurations that are deployed 
when establishing controller functionality and 
calibrating the game. This section highlights 
the importance of tactile resources for making 
instructions recognizable while managing the 
different spaces. In the third section we turn to 
instruction sequences that are related to man-
aging in-game mechanics, which rely on close 
coordination of virtual and physical resources 
for interaction.

1) Equipping the player for action – 
passing of objects

At the beginning of each game session, the ex-
pert player (Max) addresses the group of partic-
ipants and gives general information about VR 
and the games available. After this he invites 
one of the participants to take the first turn try-
ing out a game. Each time a new player takes 
over, they take position facing the large screen, 
put on the VR headset and wait for Max to hand 
over the controller(s). This involves a series of 
instruction-giving sequences through which 
the participants negotiate control over the de-
vices and how to use them to navigate the vir-
tual space. The ways in which these sequences 
are assembled through the deployment of ver-
bal and bodily resources show how the focal 
participants attend to changes in the perceptual 
environment, specifically, lack of shared visual 
field, and their relative opportunities for action. 
The expert player’s instructions that project 
handling the devices, structure and support the 
player’s transition from being a member of the 
group of co-present participants to an active 
player with ability to act in the virtual ecology.

This section examines instructions that occur 
in situations where the participants renegotiate 
their agency by handling the devices and mov-
ing them from one participant to another. The 
analysis focuses on the moments leading up to 
and accomplishing object transfer (Tuncer & 
Haddington, 2019), i.e., handing over the con-
troller(s) to the player-to-be to enable them to 
use the controller(s) in starting the game. The 
situations in focus involve intersecting organ-
izations: instruction sequences that intertwine 
with bodily initiation and achievement of ob-
ject transfer or manipulation of objects.

The first two examples illustrate (a) how the 
participants orient to the lack of shared field of 
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vision and attendant change of the perceptual 
environment once the player has put on the VR 
headset and (b) how they accomplish object 
transfer in the circumstances where the player-
to-be has restricted visual access to the objects 
around them. The first extract begins just after 
the expert player, who is standing holding the 
controller, has switched the PlayStation VR on. 
Prior to this he has already attended to the play-
er’s (Ari) displayed need to adjust the headset. 

Ari continues to adjust the headset through 
lines 1–6, where Max now orients to the visual 
field that Ari can access through the headset 
but that is only partially available to the others. 
The screen shows a text that instructs the play-
er to position themselves “1.5–2.0 meters from 
the camera”. Max’s verbal turn (l. 1–2, 4) com-
ments on what is visible to the player wearing 
the headset.

Extract 1
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The turn-initial particle (“eli”, l. 1) marks a shift 
from the previous activity to a focus on the 
visual field. The following turn-constructional 
unit (TCU) is addressed to the player and de-
signed as a verbal report on what the player can 
be expected to see through the headset. While 
gazing at the screen, Max refers to the visual 
phenomena mediated by the headset, there-
by orienting to the divergent perceptual fields. 
Linguistically the turn is formulated with the 
verb in passive form so that it claims knowledge 
of something that is visible to the player but 
does not specify what (to you is visible). With 
this design, Max explicates a specific kind of 
professional vision by doing “seeing by proxy” 
(Carlin et al., 2021). During the micropause (l. 
1), Max briefly shifts his gaze from the screen 
towards the player (possibly to check wheth-
er he is positioned correctly). This is followed 
by a self-repair whereby Max downgrades his 
epistemic stance by reformulating his utter-
ance as a candidate description of something 
that should be visible (l. 2). This understanding 
is confirmed when Ari provides an affirmative 
answer to Max’s tag question (l. 3).

After this, Max begins to orient to the next stage 
of the transition: calibration and object transfer. 
He refers to Ari’s position as roughly in the mid-
dle (l. 4), which Ari takes as a request for confir-
mation and confirms that he is able to see him-

self (l. 5–6). Concurrently with this exchange (l. 
4–5), Max walks from one side of the player to 
the other, at the same time moving the control-
ler from his left to the right hand. He takes po-
sition facing Ari and extends the hand holding 
the controller slightly so that it is placed in front 
of Ari, while verbally indexing the action with a 
deictic adverb (there, l. 7). With this multimod-
al action Max attempts to move the interaction 
forward by proffering the object to Ari.

Previous research has shown that bodily actions 
such as walking and manipulation of objects in 
the physical environment can project next ac-
tions (Mondada, 2014). In this example, the 
action of passing the controller becomes recog-
nizable as soon as Max stops close to the play-
er, and the extension of the hand can already 
be seen as the preparation phase of the object 
transfer (Lerner & Raymond, 2021). However, 
these actions are not visible to the player, who 
at this point still has his hands on the headset 
and does not react immediately. Max attends 
to the momentary delay by holding the object 
in place and formulating a verbal instruction 
in the form of a two-part declarative state-
ment which specifies what the player needs to 
do (reaching hands forwards) to enable him to 
pass the controller (l. 8). Ari demonstrates un-
derstanding of the instruction in progress dur-
ing the self-repair of the verb (l. 8) by extending 
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both his hands in front of him with the palms 
up in readiness to receive the object. The object 
transfer is accomplished smoothly concurrent-
ly with the latter part of Max’s utterance (l. 9) 
when Max places the controller in Ari’s hands, 
releases it and withdraws from the face-to-face 
arrangement.

Extract 2 provides another case where the 
participants realign themselves and move the 
interaction forward by accomplishing object 
transfer concurrently with explicit verbal in-
struction. Max has switched the PlayStation 
on and suggested a game featuring an enor-

mous beast. He describes the game to the whole 
group whilst the next player gets ready and ad-
justs the headset. Max closes his multiunit turn 
with an assessment “it’s very interesting” during 
which he switches the controller from his right 
to the left hand. He then takes a step toward Jan, 
holding the controller in the slightly extended 
hand and verbally marks the transition with “so 
uhm” (l. 1, fig. 5). Next, he produces a verbal 
request instructing Jan to hold out his hands 
while holding the controller in front of him at 
chest level (fig. 6). 

Extract 2
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Jan does not react immediately, but begins to 
raise his hands, both palms up, at the end of 
the 0.7 s. silence (l. 2, fig. 7). Concurrently with 
this, Max reformulates the instruction in Finn-
ish (l. 3). At the point where Max announces 
that he will give the controller, Jan already has 
his hands positioned in readiness to receive 
the controller (fig. 8), and the object transfer is 
completed by the end of the verbal turn.

These extracts show how the participants’ ori-
entations to the technological objects and their 
asymmetrical access to the visual field and ma-
terial environment matter for the organization 
of interaction. The participants’ verbal and bod-
ily-visual actions display their relative agency 
and competence in manipulating the devices. 
While Max unproblematically adopts the role 
of expert and instructor, it takes collaboration 
and careful coordination of verbal and bodily 
resources for the participants to negotiate the 
passing of the controller to the player to equip 
them for the next step. Although passing of the 
controller is to be expected for the play session 
to begin, the actual exchange and its timing 
needs to be negotiated in a way that is sensi-
tive to the player’s restricted visual field. Max’s 
bodily visual actions (walking, adopting face-
to-face position towards the player, the way he 
holds the controller) that project passing of the 

device are not available to the player (although 
may be partially perceived by them). The prepa-
ration phase leading to object transfer therefore 
requires additional work, in this case explicit 
verbal requests, to ensure collaboration. On the 
other hand, the players’ bodily actions where-
by they show readiness to receive the controller 
are performed (partly) simultaneously with the 
verbal turns. This illustrates the social organi-
zation of “manually-implemented courses of 
action” (Lerner & Raymond, 2021, p. 278) more 
generally. This type of action often involves re-
ciprocal bodily actions by two participants and 
need to synchronize these actions in a timely 
way so that as soon as an initiating action (such 
as proffering an object) is recognizable, the re-
cipient rearranges the body in readiness for the 
next action and thereby shows understanding 
of the first action (as in positioning of hands in 
readiness to receive the object).

Extracts 1 and 2 illustrate exchanges between 
the expert and the first player in the session. 
However, object transfer and the realignment of 
participation can also take place in a routinized 
way without explicit verbal instruction. Extract 
3 depicts how passing of the controller to a next 
player (Ari, see Ex. 1) is achieved simultane-
ously with Max’s engagement in talk with other 
participants.
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During the moments before the start of this 
exchange, Max has shown the choice of games 
available to the group and Ari has put on the 
headset, which he continues to adjust through 
line 1. Max is responding to another participant 
(A), who has commented on the games. While 
he comments on the beast in one of the games, 
Max concurrently takes a couple of steps to-
wards Ari (l. 1, fig. 10). Standing next to him, he 
then extends his hand holding the controller in 
front of Ari (fig. 11), who reacts to this without 
delay by releasing the headset and beginning 
to lower his hands. As soon as he adopts the 
ready-to-receive configuration with both hands 
extended (l. 2), Max places the controller in his 

hands (figs. 12 and 13), releases it and moves 
further away, while continuing his verbal turn 
addressed to A.

In sum, extract 3 illustrates how two distinct or-
ganizations of conduct – the passing of an ob-
ject to equip the player and verbal description 
of a virtual experience – intersect and can be 
managed without overt trouble (see Raymond 
& Lerner, 2014). Unlike extracts 1 and 2, here 
Max’s bodily conduct – preparation for the 
handoff by moving physically close to the play-
er and taking position facing him – is enough 
to make the proffering of the object recogniza-
ble to the recipient and the passing of the object 

Extract 3
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is achieved smoothly without talk. In our data 
this way of managing object transfer is found in 
situations where the player-to-be is not the first 
person to take a turn with the VR. This suggests 
that the participants have developed a sense 
of an emerging routine in the way that events 
are ordered in the session (cf. Deppermann & 
Pekarek Doehler, 2021). Having observed how 
previous players are walked through the steps 
of starting the game, they are able to recognize 
actions that progress the activity without ex-
plicit verbal instruction.

2) Establishing controller functionality and 
calibrating – getting ready to play

After passing the controller to a new player, its 
functionality may become relevant for the par-
ticipants – especially during the first rounds 
of trying out the VR. The instructional activ-
ities that are embedded in and constitute this 
sequential moment of getting ready to play are 
carefully designed, attending to different com-
petencies of the players, the technology, as well 
as to the fractured ecology. While in some cases 
in our data the functionality of the control-
ler(s) is dealt with very briefly, assuming prior 

knowledge about or a certain familiarity with 
handling different types of console controllers, 
extract 4 is representative of instances that in-
volve embodied interaction in close proximity, 
including guiding and corrective touch coupled 
with detailed descriptions. The example thus il-
lustrates the kind of bodily instruction that is 
necessary for a novice player to negotiate the 
step of getting ready to play in VR. 

Prior to the following fragment (Ex. 4a), the 
new player, Tea, has equipped and adjusted the 
headset and received the controllers from Max 
who placed them in her extended hands (ready-
to-receive, see Ex. 3) after he selected a game 
(“Everest”). After that, Max carefully reposi-
tioned the player in the room by giving verbal 
instructions while attending to the cable of the 
headset. Right before the transcript starts, a 
calibration image of a person becomes visible 
on the screen together with a safety warning 
and an additional instruction stating, “Press 
move button to close.” (fig. 14), which Tea reads 
out loud. Max, who is positioned slightly be-
hind Tea and looks over her left shoulder, ini-
tiates a shift to a new activity (with the turn-in-
itial particle so), directing attention to “these 
controllers” (l. 1).
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In addition to establishing the new focus ver-
bally, Max moves both hands towards Tea’s left 
arm, until they reach her hand at “these”. He 

lightly takes hold of the motion controller with 
his left hand and at the same time touches the 
top of Tea’s left hand with his right hand (figs. 15 

Extract 4a
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and 16). At “controllers” he then carefully lifts 
Tea’s thumb with a pincer grip, loosening the 
grip of her hand around the motion controller, 
and continues to explain a feature of the con-
troller, pointing out the location of a “trigger” 
(l. 2). This is done in combination with turning 
the motion controller in her hand to the right 
(while holding Tea’s thumb in place) and then 
pointing at the trigger with his right index fin-
ger (figs. 17 and 18). Tea verbally displays her 
understanding (l. 3–4), which is acknowledged 
by Max (l. 5).

By taking hold of her hand and lifting her 
thumb (l. 1), Max projects complex manual 
guiding actions that involve manipulation of 
the device, thereby orienting to Tea as a novice 
in handling motion controllers. Max’s embod-
ied actions constitute a finely tuned ensemble of 
multimodal activities (a “complex multimodal 
Gestalt”, Mondada, 2016, p. 344), and they also 
respond to Tea’s reaction (l. 4–5) without delay. 
For example, precisely at the end of the index-

ical “here” in line 2, the motion controller has 
been turned far enough to make the trigger 
recognizable, and at “this kind of trigger”, Max’s 
index finger reaches the location of the but-
ton in question. This requires carefully timed 
preparation (e.g., in terms of the anticipatory 
turning of the controller). His actions thus ob-
servably orient to the progressivity of the cur-
rent activity. When Tea ultimately claims un-
derstanding, he immediately releases her hand 
from his touch (l. 4–5).

Having indicated the location of the trigger on 
the left motion controller, Max next underlines 
the relevance of the button, describing it as the 
main button for interacting with the PlaySta-
tion. At the same time, he manually directs the 
attention to the other motion controller (which 
also has a trigger) resting in Tea’s right hand, 
as he takes hold of it and then slightly pulls it 
away from the player’s body (without removing 
it from her hand), forecasting some corrective 
action (l. 7, figs. 19 and 20).

Extract 4b
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Simultaneously with Max downgrading his epis-
temic authority in line 8 (“I think.”), Tea indi-
cates a problem with locating the correct button 
on the right controller (l. 9): she offers a candi-
date understanding (“this one.”) and points at a 
nearby button with the thumb, thereby indexing 
the referent while assuming a shared focus (fig. 
21). This prompts corrective actions involving 
talk and (guiding) touch by Max (l. 10–11) who 
thus treats Tea’s understanding as inaccurate 
and in need of repair. Max verbally rejects the 
proposed option, which Tea immediately rati-
fies by lifting the thumb (l. 10). He then moves 
on to locate the trigger, first by clarifying which 
finger (the index finger) should operate the but-
ton in question and next by drawing attention 
to the bottom of the controller. This explanation 
is coupled with cautiously placed and finely co-
ordinated manual actions directing Tea’s index 
finger to the right place: when he announces, 

“with the index finger” (l. 10), he touches Tea’s 
left index finger (with his index finger reach-
ing around the controller from below, fig. 22) 
and then guides it to the trigger as he refers to 
the underside of the device with the indexical 
“here“ (l. 11). This is acknowledged by another 
verbal display of understanding from Tea, pro-
duced in overlap with Max’s further clarification 
(“on the underside”), which leads to an embod-
ied closure of the corrective instruction (Max 
removing his hands, nodding, and moving away 
from Tea).

Max now gazes at the screen, which still features 
the safety warning and the instruction “Press 
move button to close” (fig. 14). He then initiates 
a new instructional sequence by moving back to 
Tea and beginning to locate the button indicat-
ed in the VR instruction (l. 14).
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Extract 4c
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Like before, Max draws on tactile resources 
to refer to relevant features of the controller 
and to locate the next button (l. 14, fig. 23; l. 
18–19, figs. 25 and 26). However, he now also 
involves the VR perspective by asking Tea to 
look down (l. 15). When Tea does not respond, 
Max updates his instruction and specifies what 
she should look at (l. 16) thereby treating her 
non-responsiveness as a problem related to the 
design of the prior turn and initiating self-re-
pair. Now Tea displays understanding, turning 
her head downward, which brings a virtual 
representation of the motion controllers into 
view. Next, Max lifts Tea’s left thumb (fig. 25) 
and uses it to not only point at the button while 
describing its position, but also to press it (l. 
19, Fig. 26). Pushing the button in the material 
ecology lights up the corresponding button on 
the virtual controller at the same time, making 
it possible for Tea to see the feature in the vir-
tual world. Max thus provides her with the hap-
tic and visual experience of pressing the button 
and manually ensures that Tea follows the VR 
instruction allowing them to move forward. 
Only after that he reveals that this is the move 
button (l. 21). The action of pressing the button 
with Tea’s thumb responds to the VR command 
(fig. 14) and prompts a change to a new instruc-

tion (“Hold both arms out and hold both t but-
tons”), which becomes apparent when Tea lifts 
her head to face forward in the VR (l. 22).

Throughout lines 1–22, Max thus orients to Tea’s 
restricted visual access to the material ecology 
by employing finely tuned manual guiding ac-
tions that enable Tea to locate relevant buttons 
and carry out the actions required to proceed. 
However, Max also orients to Tea’s visual field 
by accommodating the visual representation of 
the motion controllers, adapting the affordance 
of the technology for establishing mutual refer-
ence (and thereby instructing Tea where to find 
the move button for future use).

Next, Tea demonstrates learning as she is now 
able to operate the controllers in response to 
the new request by the VR – without requiring 
further manual instructions by Max (Ex. 4d). 
Nevertheless, Tea displays some uncertainty 
prompting Max to step in again and provide 
verbal guidance in collaboration with the VR, 
mediating between the virtual and material 
world. Both participants begin to read out the 
text that has appeared after pressing the move 
button together, and Max completes the turn (l. 
23–25).

Excerpt 4d
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While Max reads the end of the first part of the 
instruction, Tea begins to comply, stretching out 
her arms in accordance with the VR command 
(l. 24). However, when Max continues to read 
the second part of the instruction, (l. 25), Tea 
quickly retracts her arms indicating difficulties 
in understanding what exactly is expected of 
her. Max responds to this display by encourag-
ing her to indeed “do what he shows“ (l. 27), 
now drawing on the image of a person hold-
ing out both arms that is visible on the screen. 
Concurrently with this, Tea repeats the action 
of stretching out the arms. She thus visibly ori-
ents to the progressivity of the current activity 
and displays understanding. Max accepts her 
alignment verbally and by attending to the next 
relevant action (“and then the triggers”) (l. 28), 
which clearly builds on the previous instruc-
tional work of locating the triggers on the mo-
tion controllers, assuming knowledge of where 

they are and which fingers to use to operate 
them. Tea in turn demonstrates understanding 
and displays acquired competence in handling 
the controllers: she holds down both triggers 
until the circle in the middle of the image fills 
up, which calibrates the system and renders the 
game ready for play.

In sum, Extract 4 illustrates how touch, verbal 
instruction and manual action help locate fea-
tures of the controllers and get a sense of their 
functioning in VR, as well as their temporal 
and complementary relationship with requests 
of the system and changes taking place in VR. 
The experienced player is adjusting his embod-
ied actions to displayed competencies and un-
derstandings and skillfully draws on and adapts 
interactive resources in both, the material and 
virtual ecology of action, thereby attending to 
(or even bridging) asymmetries inherent to 
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the specific set-up of the VR game lab. In ad-
dition, the segment contains a concrete exam-
ple of learning-in-interaction, as Tea eventually 
shows expertise in operating the motion con-
trollers correctly (see Deppermann & Pekarek 
Doehler, 2021; Zemel & Koschmann, 2014).

3) Managing in-game mechanics – starting 
to play

In the final passage (Ex. 5) instructional activ-
ities revolve around essential game mechanics 
and shift from establishing how to control the 
adventure (i.e., game-specific functions of the 
controller) to determining what to do in the 
game (moving and looking around in the vir-
tual environment and interacting with in-game 
objects). Extracts 5a–d demonstrate how the 
organization of instructional practices reflect 
the complexity of starting to play within a frac-
tured ecology of interaction.

The VR-game in question is a demo version of 
“The Last Guardian” developed by Team Ico. 
There are two main characters, the “boy” who is 
directed by the player from a first-person per-
spective, and “Trico”, a supersized but friendly 

fantasy beast that needs to be fed and taken care 
of, but also offers help. The design of the game 
requires the player to interact with teleports, or 
“hotspots”, to move around in the virtual en-
vironment of what appear to be ruins of old, 
large buildings. Teleports are activated by fo-
cusing on them by aligning the head (direction 
of gaze), after which the player can transport to 
them by pressing “X” on the controller.

Before the episode, a new player, Elo, has taken 
the seat, followed by an instructional sequence 
that involves equipping and manipulating the 
headset, passing the controller, and selecting 
the game. Now the game has loaded, and Elo 
is in VR, which is acknowledged by Max with 
a short turn-initial so, projecting the begin-
ning of a new activity that the now accessible 
game makes relevant (l. 1). Max first looks at 
the screen, but as he continues to talk, he ap-
proaches Elo from the left and turns his gaze 
towards him. However, when his gaze reaches 
Elo’s hands holding the controller, he abandons 
his ongoing turn (l. 2) and initiates a new one: 
he extends his arm into the direction of the con-
troller (fig. 30), and lightly touches Elo’s hand 
while indicating a problem with what he sees 
(l. 4–5).

Extract 5a
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The embodied design of Max’s turn serves to 
correct a manual problem which is consequen-
tial for the game (Lerner & Raymond, 2021). 
Drawing on carefully adjusted interactive re-
sources, including touch, Max elaborates that 
the left analog stick on which Elo’s thumb 
currently rests is not used for moving around 
(or changing the perspective) in the game (l. 
4–5 and 8). A first indication of a problem is 
noticeable in the restart in line 4, which Max 
slightly delays with the hesitation marker “tota”, 
coupled with the extension of the hand towards 
Elo’s hands. With “vaikka” (even though) and 
the clitic “-kin” on the pronoun (“sullakin”/
you also have), Max continues to project a neg-
ative assessment of the way that Elo is visibly 
preparing for play, but at the same time treats 
the problem as a common and understandable 
one for someone who has prior experience of 
gaming (l. 4–5). This reading of a routinized 
starting position is also emphasized by Max’s 

immediately and the use of the intransitive verb 
“menee“ (goes) when referring to the thumb in 
line 5 (immediately this goes here¿). Elo in turn 
displays understanding verbally (l. 6, 7, and 9) 
and by nodding (l. 6).

By pointing (fig. 31) and slightly tapping Elo’s 
left thumb with his index finger (l. 4–9), Max 
attends to Elo’s restricted visual access to the 
material ecology. The use of the mutually 
available resource of touch enables Elo to feel 
what Max is referring to with the indexical 
expressions “tähän” (here) and “tää” (this) in 
line 5, and “tällä” (with this) in line 8, which 
are contextualized by the continued tapping. 
This allows him to build an interactional space 
(Mondada, 2013) for performing the corrective 
instruction. Max thus assumes a shared focus, 
achieved by tactile deictic reference.
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Having indicated how the device is not used, 
Max next orients to the right side of the con-
troller in Elo’s hands, giving instructions on 
how to look around in the game instead (rather 
you look with this other stick, l. 10–11). While 
he continues to gesture, now his actions do not 

involve touch. Rather, he first points at the right 
analog stick (l. 10, fig. 32) after which he pro-
duces a small pincer grip gesture that imitates 
manipulation of the stick (l. 11, fig. 33). Howev-
er, these bodily actions remain invisible to Elo.

Extract 5b

Although Max continues to mobilize multiple 
resources, Elo can only respond to Max’s talk 
(and possibly audible proximity). Indeed, Max 
now verbalizes the referent, “tällä toisella tatil-
la” (with this other stick, l. 11), by which he en-
sures understandability. While the interactive 
meaning of his pointing gestures remains un-
clear, the fact that Max does not touch Elo an-
ymore indicates that they have now established 

the target of the ongoing activity (determining 
how to operate the game).

In line 12, however, Max initiates self-repair 
with the particles “eiku nii” (ah no), which in-
dex a problem with his previous instruction and 
project a revision. Right before that (at the end 
of l. 11), he retracts his arm, straightens himself 
and gazes at the large screen to his left, thereby 
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withdrawing from close proximity with Elo and 
projecting a new activity that possibly does not 
require immediate physical intervention (such 
as instructive touch). Max now corrects his in-
struction by stating that the player indeed uses 
the head(set) for looking around in the game. 
Concurrently with “päälläs” (with your head), 
Elo starts to move the head, changing the main 
character’s/player’s visual field in the VR, which 
is followed by a verbal receipt in line 13. In a 
finely coordinated way, he thus not only ratifies 
Max’s repair, but he also treats it as an instruc-
tion that makes a complying action relevant. 
His embodied response further mediates Max’s 
revision, displaying (an understanding of) what 
you look with your head means in VR. As in 
the previous examples, the temporality of the 
player’s complying actions (starting to move 
the head at the same time as head is verbalized) 
reflects an orientation to the progressivity of the 

current task at hand and reveals careful, antic-
ipatory monitoring of what Max is saying. This 
becomes even more apparent as the participants 
move on to the next task, playing the game.

The second part of the sequence, then, marks 
a shift to in-game activities, which – in retro-
spect – has been prepared by Max by changing 
his posture and position in the physical space (l. 
11). Extract 5c shows how Elo silently demon-
strates understanding of the game mechanics as 
he begins to interact with features of the virtual 
world and how this is finally coordinated both 
with Max’s turn and with a visual instruction 
provided by the game. First, however, Max di-
rects the attention to hotspots in the virtual en-
vironment, pointing at the screen with his out-
stretched left arm, palm down (l. 14).

Extract 5c
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Simultaneously to Max’s “hotspotteja”, Elo be-
gins to change the direction of his head/gaze 
until the focal point (or the “camera” angle, see 
Laurier & Reeves, 2014) aligns with the hotspot 
situated in the virtual visual field in front of the 
main character (l. 14–15, figs. 34 and 35). He 
thus continues to display close listening, locat-
ing the referent of Max’s talk while also antic-
ipating the next step: focus with your gaze. As 
the gaze engages with the hotspot in line 15, it 
reacts by changing the color and producing a 
small sound. At the same time, a sign occurs on 
the screen displaying an “X” in addition to the 
word “Move”, which indicates that pressing the 
X-button of the controller will now teleport the 
character to the location of the hotspot, indeed 
making this very same action conditionally 
relevant for the player. However, Elo does not 
immediately follow the VR-directive. Rather, 
he slightly delays interaction with the hotspot 
until Max’s explanation (that now positions fo-
cusing with the gaze as a prerequisite for some 
subsequent action) reaches a junction (at the 
end of l. 16). Elo then presses the X-button, 
which – after a short moment of loading dur-
ing which Max continues his instructive talk by 
adding and press X¿ (l. 17) – changes the loca-
tion and perspective of the main character in 
the virtual environment. In line 17, Max initi-
ates completion of the sequence, describing the 
consequence of focusing and pressing X in the 
virtual world. This is acknowledged by Elo with 
a silently produced “joo” and visible orientation 
to the next hotspot, preparing to move forward 
in the game.

The design of Max’s turn (l. 14–17) forecasts 
several steps of action that build on each oth-
er and make relevant a specific order of inter-
acting with the interface. Each step is marked 
with rising intonation, projecting continua-
tion until the interactive work of learning how 
to see things and move around in the game is 
completed (l. 17–18). While both participants 
orient to this to-do-list, their working through 
the list appears somewhat out of sync as Elo’s 
complying actions precede Max’s instructions. 
However, in this instance, Elo also responds to 
instructions from the game. His instructed ac-
tion reflects a double orientation of sorts, where 
he maneuvers the different temporalities of the 
game on the one hand and Max’s talk on the 
other. In this way, Elo makes available his un-
derstanding of the game mechanics and shows 
agency in terms of being able to move forward 
in the game, which at the same time changes the 
essence of Max’s instructions. Both participants 
display mutual orientation to the progressivity 
of the current gameplay-activity, projecting the 
nature of the unfolding instructions in relation 
to in-game requirements.

Next, Max suggests looking around, to which 
Elo, who was already targeting the next hotspot, 
complies without delay (l. 19), thus realigning 
with Max’s focus. The design of the instruction 
suggests that Max orients to Elo as settled in 
and fully immersed. At the same time, he be-
gins to move backward, further away from Elo, 
limiting the possibility of quickly returning to 
attending to potential problems with operating 
the hardware.
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As Max disengages from the local material ecol-
ogy of action, he continues to draw attention to 
the virtual environment by telling Elo to look 
up (l. 20). Elo responds to the instruction by 
looking up and around (l. 21), until Trico be-
comes visible (l. 22, figs. 37a, b, and c), sitting 

far above the main character on a ledge, looking 
down at him.

Extract 5, then, is another example of the par-
ticipants’ observable orientations to divergent 
visual fields and to different agency over physi-

Extract 5d
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cal and virtual communicative resources – here 
embedded in the moments of starting/entering 
an unfamiliar VR game. By carefully employing 
touch that contextualizes deictic expressions 
and clearly attends to Elo’s restricted visibili-
ty, Max guides Elo through the initial steps of 
determining game-specific commands, while 
acknowledging the player’s expertise as an ex-
perienced (yet novice VR-)gamer. The instruc-
tional activities are thus not only situated in the 
boundaries of the virtual and physical environ-
ments, but also reveal close monitoring of the 
player’s starting position and incipient game 
play, thereby projecting (and attending to the) 
sequential progressivity of the task at hand. At 
the same time the passage involves moments 
of embodied disengagement from Elo’s real-
ity: For example, Max’s prolonged pointing to 
the large screen (l. 14–23) is not visible to the 
player, and therefore can be seen to fulfil a dif-
ferent instructional function (e.g., in terms of 
engaging others that are in the room, while still 
talking to Elo). Similarly, Elo skillfully navigates 
Max’s and the VR’s instructions. Both partici-
pants thus display multiple orientations to the 
different ecologies of action.

Conclusion

The instruction sequences that were examined 
in this study represent interactionally complex 
moments in which the participants mutually 
attend to asymmetries, bridging physical and 
virtual ecologies. Instructions and instructed 
actions at the boundaries of the material en-
vironment and VR are accomplished through 
carefully adjusted and integrated embodied 
and technologized resources that reveal over-
lapping orientations to distinct visual fields and 
possibilities for action. Instructions are situated 
in co-located VR-gameplay in that they involve 
tactile engagement with the devices, guiding 

the player in how to receive the controller(s), 
how to see in VR, how to handle the equipment 
and how to interact with (objects in) the Play-
Station VR.

Our findings show how the sequential environ-
ment, different spatialities and material organ-
ization are consequential for the organization 
of instruction sequences. Getting equipped for 
play involves explicit verbal instruction, bodi-
ly adjustments and movements that enable the 
participants to accomplish object transfer in 
circumstances of divergent access to visual re-
sources. When establishing controller function-
ality and calibrating the game, manual guiding 
and corrective touch, and affordances of the 
VR, emerge as important resources for locating 
features of the controllers and getting a sense 
of their functioning to gain agency in the vir-
tual space. Managing in-game mechanics relies 
on close coordination and skillful navigation of 
the different ecologies of action. This becomes 
particularly apparent in extract 4, where the 
participants establish shared attention to the 
virtual representation of the controllers, which 
then works as a reference point for locating the 
correct controller button in the physical space.

The analysis highlights the social nature of 
co-located gaming (e.g., Baldauf-Quilliatre & 
Colón de Carvajal, 2021; Tekin, 2021). Despite 
asymmetrical access and distributed agency 
that characterize the VR events in our data, they 
emerge as inherently social activities. The anal-
ysis shows that expert assistance may be bene-
ficial, if not required, for novice players to start 
and successfully operate a VR game. Entering 
VR involves embodied (interactional) effort 
and adjustments to intersecting ecologies (i.e., 
a sense of operating in a physical space while 
being in VR) in addition to technical knowl-
edge, for example. In view of this, implications 
of previous research on a wide range of appli-



163Olbertz-Siitonen & Piirainen-Marsh

cations of immersive VR according to which 
the technology may be easily and successfully 
implemented should be taken with caution (see 
also Fuchs, 2017, on gamification).

The pivotal role of embodied action and soci-
ality in the context of VR-in-interaction has 
implications for UX-design and sociological 
research on HCI, calling for more attention to 
the complexities of human conduct situated in 
the domains of technology-use. Even though 
this has been pointed out already in the 2000s 
by Hindmarsh et al. (2006, p. 814), when stating 
that “[...] sociological accounts might be richer 
through serious consideration of the practical, 
embodied production of ‘virtual’ action”, this 
remains an important task for design and re-
search. Bearing in mind that our study is limit-
ed to the specifics of interaction in a lab, future 
work on instructed action at the intersection of 
physical and virtual ecologies should expand to 
natural settings that increasingly involve utili-
zation of VR, such as training, entertainment, 
or rehabilitation.
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Appendix

Transcription conventions:

sign meaning sign meaning

. falling intonation contour >joo< increased speech rate

, level intonation contour <joo> decreased speech rate

¿ slightly rising intonation contour .joo word produced with inhalation

? rising intonation contour .h audible inhalation

↑ sharp rise in pitch h audible aspiration

↓ sharp fall in pitch (  ) uncertain hearing

minä emphasis £nih£ smiley voice

JOA strong emphasis

[ beginning of simultaneous talk * embodied actions by Max

] end of simultaneous talk + embodied actions by Ari

(.) micropause ^ embodied actions by Jan

(0.5) silences in tens of a second ¤ embodied actions by Elo

((  )) transcriber’s comments, descriptions of 
nonverbal actions

• embodied actions by Tea

: preceding sound is stretched ø actions by the VR

se- glottal stop or cut off # figures

°joo° whispered talk

= latches between words or turns *---> the embodied action continues across 
subsequent lines… 

--->* …until the same symbol is reached.

--->> the embodied action continues after the 
excerpt’s end
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