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Abstract
The Christian concept of ‘God’ names a category with surprisingly heterogeneous contents. In the Old Testament traditions God is an anthropomorphic agent; in Christian theology God often appears as a personalized metaphysical principle; philosophers of religion try to find the inherent rationality of this concept; finally, some natural scientists regard God as the “intelligent designer” of the world. What is common to all these ideas, covering a time span of about 2,500 years, is that representations of God are triggered by the perception of order and control in the world.

God Described
We find the idea of God equally in ancient Israelite folk religion, Christian theology, modern philosophy of religion, and in the recent debates about the “intelligent design” that the world supposedly manifests. In what follows, I first present an overview of these four types of discourses. I then try to explain what holds them together as manifestations of the same basic idea. The theoretical background of this study is in the cognitive science of religion (Barrett 2000; Pyysiäinen 2004b; Pyysiäinen & Anttonen 2002) and cognitive history (Martin 2004; in press; Whitehouse and Martin 2004).

1 This article was written within a project funded by the Academy of Finland (#200827).
Yahweh as god

The fact that ‘God’ is at once the name of the god of Christianity and of the general category of gods has caused some confusion in the study of religion. What is it, in fact, that makes an entity a god? (see Pyysiäinen 1997; 2003a; Pyysiäinen & Ketola 1999). Mark Smith (2001, 6–7) has recently taken up this question in connection with Semitic traditions, asking what is an ilu (Akkadian for ‘god’)? If we look for the answer by listing the various figures called “divine” in the Semitic languages (Akkadian ilu, Ugaritic ‘il, Hebrew ‘ēl), not only major deities come up but also such phenomena as monstrous cosmic enemies, demons, some living kings and dead kings, the dead in general, images of deities, and so forth. In addition, in Akkadian cuneiform writing special signs are used to indicate a determinative; one of these signs (transcribed as ‘dingir’) has the meaning that the word that follows is the name of a god (see Di Vito 1993, 74–120). This sign applies not only to names of deities proper but also to many other phenomena such as stars, images of monstrous creatures, heroes of old, and so forth. What is common to all divine beings is the fact that they are considered to be somehow greater than humans and yet somehow resemble humans.

Another strategy is to study the appellations of gods etymologically. Ilu, for example, is derived from ‘y/wl, ‘to be pre-eminent, strong.’ (The English ‘God’ derives from the Indo-European ghu-, ‘to call, invoke.’) Yet the relationship between etymology and meaning is often a complex one and can easily be used to support conclusions that are not really warranted. A third approach is to compare Ugaritic and West Semitic sources in order to better understand the specific nature of the god of the Israelites (as in Smith 2002). As a fourth alternative Smith lists attempts to create typologies of gods on various grounds. In a recent volume he tries to combine all these approaches (Smith 2001, 6–8).

The Yahweh of the Israelites has often been regarded as somehow unique in being the god of an ethical and exclusive monotheism, in contrast to the polytheism and “nature religion” of the “Canaanites.” This view does not receive much support from the historical evidence and the new analyses that
have accumulated during the 1990’s, as recognized by Smith (2002, xii–xli) in his preface to the second edition of his The early history of God. First, the origins of Yahweh are partly obscure; second, in any case, historical sources do not point towards any “original monotheism” (as once argued by Albright [1968]). Egyptian, Assyrian, and Babylonian inscriptions from the 9th and 8th centuries speak of the Yahweh of Samaria, the Yahweh of Teman, and the Yahweh who is the god of Jerusalem and of the whole country and to whom belong the mountains of Judah (Lauha 1997; see Smith 2001, 9–14). The figure of Yahweh may have originated at the southern sites of Seir/Edom/Teman/Sinai, located in the northwestern Arabian peninsula east of the Red Sea, with the cult of Yahweh then being transplanted to highland sites such as Shiloh. However, these southern sites do not seem like a probable home for a god of storm and war, such as Yahweh. Evidence from Ugaritic texts, in fact, suggests that the figure of Yahweh may also derive from those of El and Baal; again, we do not know this with any certainty. All we can safely say is that Yahweh has a complex and partly unknown relationship with El (Smith 2001, 145–146; 2002, 19–31, 43–47).

It seems very probable that El was the original god of the Israelites. First, the name of this people contains the element *ēl (Isra-el); if Yahweh had been the original God, then the name might have been *yiśrā-yāh. When the name of Israel began to refer to the historical phenomenon of a people in the Iron I highlands (1100–950 BC), it perhaps no longer referred to the god to whom it was devoted. Second, Biblical texts (e.g., Genesis 49:24–25) attest to Yahweh and El as different gods sanctioned by early Israel. In the Septuagint, Deuteronomy 32:8–9, for instance, presents El (Elyon) as the chief god and Yahweh as one of his five sons (also 4QDeut1 in the Dead Sea Scrolls). Third, in Exodus 6:2–3 Yahweh says to Moses that he had previously appeared to the ancestors as El Shadday (Smith 2001, 142–143; 2002, 32–43).

The earliest gods in the world’s religious traditions tend to be local in the sense that their identity is based either on a specific cultic practice, or on a specific inhabited place, from loosely bounded territories to towns (see Pyysiäinen 1997). Archaeological and historical evidence, as well as cognitive
theorizing, points to the conclusion that the earliest forms of religion cannot have been based on authorized doctrines about counterintuitive realities; it is rather a question of ritual practices without any standardized interpretation (Mithen 2004; Whitehouse 2000; 2004).

Goody (2000, 105–106) suggests that saints, ancestors and the like belong to oral religions, whereas god-beliefs of the monotheistic type belong to literate religions. This is because monotheism presupposes generalization and abstraction beyond specific contexts and concerns, aiming at universalistic claims. These, in turn, are made easier with the help of writing which decouples words and ideas from a particular context, creating the idea of fixed dictionary-meanings (see Pyysiäinen 2004b, 147–171; Person 1998; Smith 2002, xxiv, 191–193). Writing enables guilds of religious specialists to develop general truths that are meant for all (Boyer 2001, 278).

Monotheism appears as a theme in biblical texts dating to the sixth century BC, representing an inner-Israelite development over hundreds of years (Smith 2002, 182–199; Gnuse 2000, 19–25). It is not a separate stage of religion in ancient Israel, but rather a form of rhetorical underscoring and reinforcing of Israel’s exclusive relationship with its deity (Smith 2001, 9–14). The monotheistic discourse can be hypothesized to have developed in a process guided by reflective thinking, supported by the cultural institution of scribalism, as suggested by Smith (2001, 176–177, 295 n. 49). He argues that the remarkable absence of mythical elements in the later texts of the Old Testament, compared to West Semitic traditions, might be explained by the fact that the scribes responsible for the now extant biblical traditions either consciously censored older descriptions of Yahweh, or that the deletion was more like a secondary consequence of the literary processing of the traditions. Especially the Wisdom literature reflects the transformation of mythic imagery into narrative form. The legal and prophetic criticisms of the monolatrous (but not monotheistic) cult owes much to writing (Smith 2002, 191–193).

Writing, indeed, has been generally assumed to be an important aid to memory that contributes greatly to the emergence of systematic bodies
of knowledge, such as theologies (Sperber 1996, 56–76; Pyysiäinen 2004b, 160–171; Goody 2000)\(^2\). We need not think of the scribes as mere copyists; they may have actively helped create a fixed version of the varying oral traditions (see Niditch 1996; Person 1998). This also means the transformation of an “imagistic,” cult-based religion into a “doctrinal,” idea-based one (see Whitehouse 2000; 2004). The idea of God was removed from its cultic context and developed as an idea important \textit{qua} idea. Yahweh was no longer tied to specific places or a single social function.

Smith (2001, 143–145) suggests that Yahweh became the sole god of Israel in three overlapping stages of development. First, El was the original chief god. Then he became the head of an early Israelite pantheon, with Yahweh as its warrior-god. In the third phase, El and Yahweh were identified as a single god. The merger probably took place at different rates in different parts of Israel. Then El as a separate god gradually disappeared, with Yahweh incorporating his characteristics. The peculiar Israelite monotheism then emerged when it was declared that people should worship Yahweh alone and that other gods were really nothing. The period of late monarchy (ending in 539 BC) and exile seem to represent the period when this form of monotheism emerged (Smith 2001, 149–166). The present practice of Western believers and scholars of religion of speaking of a single ‘God’ would have been incomprehensible for the ancient Israelites (and possibly even to early Christians). They were not dealing with a universal category with only one member in it but rather with different kinds of beings with differing names (such as El and Yahweh).

The earliest strata in the Old Testament texts contain many similarities with conceptions of god in Ugaritic literature describing the storm-god in his meteorological procession; yet Yahweh is not personified to the same extent.

\(^2\) The Phoenicians had developed a phonetic alphabet in the 11\textsuperscript{th} century BC. The Phoenician-Old Hebrew script derives from it. By the 3\textsuperscript{rd} century, a script derived from the Aramaic script (known from the 9\textsuperscript{th} century) and called “the Jewish script” had replaced it (Cross 1961; Würthwein 1987, 3–11). Writing became the main mode of storing prophecy in Elijah, Elisha, and their disciples, although oral and written coexisted during the eighth and sixth centuries BC (Smith 2002, 191).
In later texts, the absence of anthropomorphisms is even more salient, the emerging tradition of scribalism having put emphasis on other than mythical themes (Smith 2001, 175–178). We may, however, differentiate between anthropomorphisms in the literal sense and more abstract personalistic features that are normally attributed to personal agents (see Boyer 1996). To the first belong such features as, for example, God walking in the garden in the cool of the day and Adam hearing him (literally: “the sound of [him] walking;” Genesis 3:8–10). The narrative about God calling Moses from a bush that was on fire but did not burn up, and Moses hiding his face “because he was afraid to look at God” (Exodus 3:3–6), may be more difficult to classify in this sense. The first example derives from the so-called “Yahwist” source traditionally dated from the tenth to the sixth centuries BC. Maybe Yahweh was generally regarded in anthropomorphic terms at that time (Smith 2001, 88)? As to the second example, it has been hypothesized that El might have been the god connected with the exodus from Egypt (Smith 2001, 146–148); so, this narrative would be about El, not Yahweh.

The more abstract humanlike features also appear in the later strata in the traditions of the Old Testament. I am thinking here of such things as the fact that god is implicitly (or even explicitly) thought to see, hear, make promises, have emotions, and so forth (see Gnuse 2000, 4–6). In other words, he has similar cognitive capacities to humans; he is a personal agent. Being an agent and at the same time having some nonstandard properties, such as being without a physical body, is what unites the category of gods. As humans are prototypical agents, gods are often endowed with humanlike physical features (Boyer 1996; cf. Guthrie 1993). As the special powers of gods seem to be based on their non-human characteristics, an increase in power tends to go hand in hand with diminished anthropomorphism in representations of god (see Pyysiäinen 1997). So also the transcendence of Yahweh seems to have increased together with his elevation as the only true god; this, in turn, seems to relate to an increased awareness among the Israelites of themselves as a distinct nation (cf. Smith 2001, 175–178; Gnuse 2000, 13–25). Many generations of Christian theologians then have
elaborated this representation of a powerful agent-God into a metaphysical principle quite alien to everyday religious thought.

*Theology and philosophy*

When Western Christians have adopted a reflective attitude to their faith, the result has been either skepticism or some kind of positive philosophical understanding of religious beliefs. Thus, when a believer wants to take rational argumentation seriously, (s)he will need to reinterpret his or her religious beliefs in some such way that both belief and rationality are maintained. Such combination of the mythical agent-God with the latest achievements of reflective thought of the time is found as early as in Hellenistic Judaism, particularly in Philo (c. 15 BC to 50 CE). Wolfson (1948, 3–9, 56–57) points out that the Alexandrian Jews, who learned Greek philosophy, were the only Hellenistic people who made a radically new contribution to it by remaking it according to the pattern of their own belief tradition. In this, they developed what came to be known as the allegorical method of the interpretation of Scripture. Those unaffected by philosophy were satisfied with the traditional, literal interpretation; others, such as Philo, then tried to combine the traditional with a new kind of method, arguing that the literalists sometimes came to conclusions that contradicted their own beliefs. Thus, an allegorical interpretation was needed.

Philo (*Legum allegoriae*) assumed that the Scripture had a twofold meaning: a literal or obvious meaning and an underlying meaning only understood by the wise. For him, everything in the Scripture was subject to allegorical interpretation. One of his general rules was that all anthropomorphic descriptions of God, in particular, had to be understood allegorically. The essence of the Scriptural religion was that God existed and was one, and that also the Platonic ideas and the Mosaic Law existed. Only this last idea was exclusively Jewish (see Wolfson 1948, 115–116, 164–177).

Philo (*De opificio mundi*) also reinterpreted Plato’s view of the creation of the world as presented in the *Timaeus*. He understood Plato to have argued that there was an unlimited void which, was the abode of the ideas, and that
within it there was a limited void. This limited void was called a ‘receptacle’ and ‘space’ by Plato. In the limited void, there were copies or shapes of the ideal four elements. It was from these copies of the four ideal elements that Plato thought the world was created. The Demiurge (‘the artisan’) transformed these copies into the four elements, creating the world from these elements. Both the limited void and the copies of the four elements then came to be regarded as preexisting matter (see Wolfson 1948, 304–305).

Three problems remain here. First, Plato is inconsistent with regard to the origin of ideas and does not say whether the unlimited void was created. Second, he does not make it clear whether the limited void was created by God or had existed from eternity. Third, he does not make it clear whether the copies of the four ideal elements within the limited void were created by God or whether they had existed from eternity. Philo removed the first ambiguity by abolishing the unlimited void and by declaring that ideas were created by God. In like manner, he solved the second and third problems by saying that both the matter in which the world was created (the limited void) and the matter from which the world was created (copies of the four ideal elements) were themselves created by God. In Philo’s opinion, the creation of the world of ideas is described in the Biblical account of the creation of the things created on the first day of creation (see Wolfson 1948, 305–306). As there could be no eternal beings besides God and as in God there could not be anything else than God, Philo thought that the Platonic ideas were integrated into an intelligible world of ideas (Plato’s “intelligible animal”) contained in a bodiless Nous (‘mind’) or Logos (‘reason’). It had existed from eternity as God’s thought; prior to the creation of the world, it was then created as a real incorporeal being (see Wolfson 1961, 32–38).

In this way, Philo gave a fine example of how to elaborate Old Testament mythological themes into metaphysical doctrines. The Apologists (c. 140–180) and later fathers of the Church then presented the Christian doctrine as a philosophy, restoring the original meaning of the few philosophical terms of the New Testament and providing a philosophical interpretation for many of the terms or concepts in the Scripture. This is how Christianity
became philosophized: mythological themes and ideas presented in narratives and quite mundane everyday prose were elaborated into a grand philosophical system (see Wolfson 1961, 1, 39, 105).

In the “mystical” tradition of Christianity, beginning with Pseudo-Dionysius, neo-Platonic ideas were applied to argue that God was an uncaused cause of everything, beyond all perception and intellection (see Chadwick 1966, 14–15, 21, 68; Kenney 1991). Apart from mysticism, Philo’s idea of the twofold meaning of the Scripture has been widely elaborated and applied in theology and philosophy more generally. Origen, for example, distinguished in the 3rd century between simple and higher religious thinking, arguing that there was a difference in the mental capacity of persons even before the adoption of faith. The majority of believers could not follow rational argumentation and therefore leaned on a literal interpretation of the scripture, while the wise understood it allegorically (af Hällström 1984).

Origen’s view was a precursor of the Islamic theory of two truths. At the turn of the 9th and 10th centuries, Al Farabi tried to combine Islam and Platonism-Aristotelianism, arguing that religion presented in symbolic form what philosophy presented more adequately on a more general level (Charlesworth 1972, 24–26). Averroës produced a more detailed version of this view in the 12th century by distinguishing between philosophy (Aristotelianism), theology, and religion. All had the same object: an understanding of God and life; the difference was only in the method applied (philosophical reasoning, rhetoric, and dialectics) (Gauthier 1948, 21–40; Charlesworth 1972, 25–26)3.

The Platonic tradition dominated Christian theology until the 12th century. The Aristotelian tradition then made its breakthrough in the 13th century. The Aristotelian tradition then made its breakthrough in the 13th century.

---

3 That this kind of interpretation does not have to be explained by historical contacts and influences alone receives support from the fact that Buddhist authors, too, have distinguished between two levels of truth in their tradition: the conventional or relative truth (samvrti satya) and the ultimate truth (paramartha satya) (see Nagao 1992, 13–22). The relative truth corresponds, correctly or incorrectly, to the appearances of things, while the ultimate truth is not an object of cognition and cannot be conveyed in syllables. The idea of two truths could thus well reflect some general propensity of human cognition (see Pyysiäinen 1996) responsible for the obsession of somehow getting behind appearances (Pyysiäinen 2004b, 187–204).
tury, after the Arabic translations of Aristotle’s writings had been translated into Latin, accompanied by the commentaries by Avicenna and Averroës. Aquinas (c. 1225–1274) already had the whole Aristotelian corpus available, although translations from the original Greek became common only in the 15th century. In his *Summa theologiae* (I Q III art. 1–8), Aquinas applied Aristotelian ideas in trying to explain how God should be understood (see also Wolfson 1959; 1961, 59–63). He argued, for example, that:

1. God does not have a body (*Deum non esse corpus*).
2. God is not a composition of matter (*materiam*) and form (*forma*).
3. God is one with his essence (*essentia*) and nature (*natura*).
4. God is not only his essence but also his existence.
5. God is not in any genus as a species (*Deus non est in genere sicut species*) or as a cause (*sicut principium*).
6. There can be no “accidents” (*accidens*) in God
7. God is totally one (*Deum omnino esse simplicem*).
8. God cannot be combined with anything.

This can still be considered as representative of the way the Catholic Church teaches about God. Yet, beginning from the 14th century at the latest, the Aristotelian ideal of merely describing the already known order of things and thus rearranging extant knowledge was gradually replaced by the novel ideal of *empirical* science that aimed at *discovering new* things. This development was made possible partly by the new kind of modal logic called “Nominalism” (Knuuttila 1993a). To the extent that everything now seemed to happen because of contingent, natural reasons, not because of a pre-established divine harmony, the concept of ‘God’ seemed to have become useless in the Enlightenment picture of the world. The world could still be conceived of as a divine creation, but ‘God’ was not needed to explain how the world *functioned* (see Pyysiäinen 2004b, 190–192).

Notwithstanding the appeal the “literal interpretation” of the Bible still has in many circles in our millennium, new versions of the allegorical
method also continue to be popular and acquire ever new forms (cf. Malley 2004). In biblical studies, a liberal attitude was best exemplified in the Reli-
gionsgeschichtliche Schule that prospered from 1897 until World War I which
then put an end to the dominion of liberal theology and any wider interest
in the history of religions within biblical studies (Räisänen 2000, 21–41).
New trends soon emerged, however, and the liberalization of theology
had come to stay. As it is not possible to analyze these trends in any detail
within the present confines, I shall only briefly describe one theologian’s,
Paul Tillich’s, view of God.

When Tillich (1967, I, 163, 235) says God was “the answer to the ques-
tion implied in being”, or that the being of God is “being-itself”, this must
sound somewhat mysterious for anyone not familiar with Heidegger and
existentialist philosophy. The statement is a characterization in which
‘God’ serves as a more or less empty placeholder that the author then fills
up with his favorite kind of philosophy (see Gnuse 2000, 1). Tillich (1967,
I, 211) goes on to explain: “‘God’ is the answer to the question implied in
man’s finitude; he is the name for that which concerns man ultimately. … It
means that whatever concerns a man ultimately becomes god for him, and,
conversely, it means that a man can be concerned ultimately only about that
which is god for him”.

In the background figures Tillich’s (1967, I, 18–28, 230) distinction between
philosophical and religious attitudes. While philosophy deals theoretically
with the structure of being, religion deals existentially with the meaning of
being. Yet religion can only express itself through the ontological elements
and categories of philosophy, and philosophy can discover the structure
of being only on the condition that being-itself has become manifest in an
existential experience expressed in the idea of God. Theology, for its part,
can deal with assertions about the nature of being either philosophically,
evaluating their truth, or existentially, struggling with them as expressions
of ultimate concern on religious grounds.

Tillich (1967, I, 223) claims that man is “radically concerned only about
that which can encounter him on equal terms”, that is, on a person to per-
son level. This is constitutive of religious experience. In every religion a struggle for a personal God resists all philosophical criticism. Thus, stones and stars, as well as plants and animals, and also angels and spirits are endowed with personal characteristics, when they appear as symbols of human ultimate concern.

This means also a struggle between polytheism and monotheism. There are three types of monotheism: monarchic, mystical, and exclusive. In the first, God represents the power and value of the hierarchy of polytheistic gods. Mystical monotheism is an attempt to suppress the quest for concreteness in representations of God (i.e. personal features) but does not completely succeed in it. Only exclusive monotheism is able to resist polytheism; in it an abstract transcendence develops, as the concrete god is elevated to ultimacy and universality. God is not a being, not even the highest being, but rather being-itself. Yet this development is supposed to take place without the loss of the concreteness of a personal God. (Tillich 1967, I, 225–229, 235–237.)

This, however, seems to contradict what Tillich says about encountering God as a person. He therefore hastens to admit that the God of exclusive monotheism “is in danger of losing the concrete element;” the ultimacy and universality of God tend to swallow his concrete character as a living God. When personal features and anthropomorphisms are removed, God seems to be reduced to the philosophical absolute. (Tillich 1967, I, 227–228; see also Ferré 1984.) Tillich (1967, I, 229) then explains that God’s transcendence is not the infinite abyss of mysticism; it is rather the transcendence of “the absolute command which empties all concrete manifestations of the divine”. But, as the concrete element cannot be simply rejected, certain mediating powers must be assumed. These are the historical person of Jesus Christ, angels, and hypostasized divine qualities such as Wisdom, Word, and Glory.

In the 13th century, Aquinas and Albert the Great had referred to the divine qualities as God’s “attributes” (attributio); as Ockham (Quodlibet III.2) observes in the beginning of the 14th century that “the ancient Saints did not use the word ‘attributes’, but instead used the name ‘names’”, this
must be a new development. *Attributio* had most probably been adopted as a substitute for the more conventional *nominatio* from Maimonides’ *Guide of the perplexed* written in Arabic. The Latin translation of its Hebrew translation was published in 1235 at the latest. In that book, Maimonides described the Islamic debate on the attributes of God, with the Arabic word *sifah* then being translated in Latin as *attribution*. In the debate, the Mu’tazilites had in the 9th and 11th centuries argued that the attributes of God were identical with God, not separate beings in him, thus denying all anthropomorphic descriptions of God. Also Aquinas now thought that the attributes were actually only one idea that was identical with God himself (Wolfson 1959; 1961, 49–52).

Tillich (1967, I, 229–230, 239–240) argues that it is in the mediating powers that the absolutely transcendent God becomes concrete and present in time and space. As the distance between humans and God increases, the significance of these mediating powers grows, ultimately resulting in the paradox of the simultaneous humanity and divinity of Jesus. Yet all concrete assertions about God “must be symbolic”. In a symbolic description of God, a segment of finite experience is both affirmed and negated at the same time. As also Aquinas had argued, the *via negativa* does not mean that God lacks some attributes but that he exceeds them.

It is difficult not to agree with Nielsen when he writes that with Tillich’s talk about Being-itself, just as with Thomistic jargon, “it becomes utterly unclear what, if anything intelligible, is being affirmed that a skeptic could not affirm as well”. Protestant thinkers, such as Tillich, claim that they “believe in something mysterious and profound and crucial to the human condition” of which the nonbeliever has no real understanding. Yet they seem incapable of articulating what this something is. (Nielsen 1985, 37.)

To the extent that theologians are neither willing to deny the validity of scientific inquiry nor to substitute scientific explanations for religious ones, they are left with the option of claiming that religion serves some autonomous function and that scientific progress is irrelevant from the religious point of view (cf. Ruse 2003, 330–336). As it is possible to argue, for example,
that “‘Jesus Christ is our redeemer’ is true”, without any specification of the meaning of ‘Jesus Christ is our redeemer’ (see Sperber 1995; 1996, 56–150), the theologian makes the best of this opportunity. The task is simply to provide statements that seem to somehow fit with the target claim. As Nielsen (1985, 25) again observes, Protestant thinkers are well aware of the problematic nature of religious concepts and beliefs, and yet they seek to make sense of these beliefs, trying to “bring to the fore their vital human import in the teeth of their paradoxical nature and their apparent incoherence”. In the Conclusion, we shall return to the question of why this is so.

God of the philosophers

The concept of God also continues to be one of the great philosophical problems. It can be approached either as a technical problem (e.g., Kenny 1979), or as a specifically religious problem, although the difference between these two is by no means clear (see Dalferth 1981). In the first case, ‘God’ is often regarded as a more mythical-allegorical concept the true meaning of which is better understood through philosophical analysis, as Leibniz, Spinoza, Hegel, and many others have argued (see Charlesworth 1972, 27–32); Schopenhauer (1947, 344), for example, describes religion as allegorical “folk-metaphysics”.

The latter option of approaching ‘God’ as a specifically religious concept is represented by much of the philosophy of religion that emerged after the Enlightenment; it has often had the aim of making religious belief comprehensible in the age of science, much as in philosophical theology4. In other words, it is not studied whether belief is rational but rather in what sense it is rational.

In the Anglo-Saxon discussions, a central strategy has been to argue that religious beliefs are not hypotheses about empirical phenomena. How exactly their cognitive status should be understood has been a matter of debate (see Flew and MacIntyre 1972; Hare 1963; Ferré 1967; Phillips 1976;

---

4 In addition, there are also some attempts at showing atheism to be a more rational stand compared to religious belief (Martin 1990; Nielsen 1985; 1989).
1988; 2000; Alston 1991; 1994). After Ayer (1936) had argued that it was impossible to verify religious claims, a number of reactionary responses were developed. Wisdom (1944) agreed that the existence of God was no longer an experimental issue in the way it used to be, because people now had better knowledge of why things happen as they do. Whereas questions such as “Do dogs think?” are partly metaphysical (conceptual) and partly scientific (empirical), questions about God have gradually become wholly metaphysical. This Wisdom illustrates by the following story (Wisdom 1944, 188, 191–193):

Two people return to their long neglected garden. One then opines that a gardener obviously has been doing something about the plants. It turns out, however, that no neighbor has seen anyone at work in the garden. The other person begins to think that there is no gardener, but the first one points out that there is such an order and such beauty in the garden that a gardener must be taking care of it. The second person replies that a gardener would have kept down the weeds in the garden, trying to argue that it is extremely unlikely that the gardener really could have worked without being noticed. The first person still insists that an invisible and elusive gardener tends the place, while the other one is ever more skeptical. After all rational arguments and empirical evidence has been considered, the persons are still left with the simple fact that one believes in the gardener and the other one does not.

At this stage, the gardener hypothesis has ceased to be experimental, says Wisdom. In the simile, one person is not expecting something the other does not expect. Consequently, it seems that we cannot say which one is right and which one wrong in his or her belief. And yet the difference is not merely in the exclamations with which each party faces life. The disputants speak as if they are concerned with trans-sensual and trans-scientific facts. The point, however, is that the dispute involves feelings and thus is more like a dispute over the alleged beauty of an object (Wisdom 1944, 192, 196).

Antony Flew (1972) argued in 1955 that if this is the case, then religious beliefs are nonsensical; they cannot be falsified by any evidence and thus are compatible with all possible empirical states of affairs. Therefore, they
cannot have any meaning. Among the many replies Flew got, was Hare’s (1963) argument that there can be different kinds of unfalsifiable claims or beliefs, and that it is not irrelevant to which ones one holds to. The claim that everything happens by pure chance, for example, is compatible with every possible kind of evidence; yet when adopted, it clearly has some important consequences for people’s lives – and rather disastrous ones. Thus, also Christian beliefs are consequential, even if they are unfalsifiable. Later the idea that all empirical claims are quite irrelevant from the religious point of view has been elaborated in what has come to be known as “Wittgensteinian” philosophy of religion (e.g., Munz 1959; Phillips 1976; 1988; 2000; Pihlström 2002; see Martin 1990, 256–261; 1991; cf. Wittgenstein 1966).

More recently, philosophers such as Alvin Plantinga, William Alston, and others, following Calvin, have argued that philosophers of religion should not try to convince skeptics but rather explicate the inherent rationality of Christian beliefs that emerges once one accepts such “basic beliefs” as, for example, that God exists. Plantinga (1990), for instance, regards the belief that God exists as a similar kind of foundational conviction as the one that other minds exist; it is based neither on empirical evidence nor on deductive reasoning (cf. Barrett 2004, 97–105). Arguments for the existence of God are thus not needed for rational belief (see Martin 1990, 266–277).

However, this view leads to absurdities as soon as one generalizes the basic principle. Practitioners of voodoo, or Satanists, could equally claim that their belief systems are rationally justified once one accepts the “basic beliefs” of their system (Martin 1990, 272–276). Much of continental philosophy of religion, for its part, differs both from the Anglo-Saxon analytic tradition and the reformed epistemology. Dalferth (1981), for instance, interestingly argues that belief in God cannot be analyzed separately from Christian practice.

As far as the more technical discussions of religious concepts and beliefs are concerned, they are well exemplified by the traditional ontological, teleological, and cosmological arguments for the existence of God (see

---

Martin 1990, 79–153). Of these, the ontological argument is a purely \textit{a priori} argument. Anselm of Canterbury (Proslogion 2, see Plantinga 1968, 3–30) originally presented this argument as follows: the fool thinks that God is (by definition) a being such that no greater being can be conceived; in addition, he thinks that God does not exist. But this involves a contradiction, as the fool believes himself to be thinking of the greatest possible being, and yet a great being that exists is greater than the one the fool is thinking of (which does not have the property of existence). Thus, denying that the greatest possible being exists, involves a contradiction; it is therefore necessary (to think that) that God exists.

There are various modern versions of this argument (Plantinga 1968, 123–172; Martin 1990, 85–95) all of which ultimately boil down to the claim that God must exist because he is defined to exist (Edis 2002, 23–27). It has been shown that this kind of argument cannot establish God’s existence as a fact (Martin 1990, 80–95). It is, for example, possible to evoke the same argument to prove the existence of an absolutely evil being; as God and an absolutely evil being (i.e. one not subordinate to God) cannot both exist without contradiction, there must be something wrong with the argument. The crux of the matter is that the “fool” need not include nonexistence within the concept of God; they merely think that, although existence is one of the properties of a being such that no greater being can be conceived, this concept has no reference in the real world (Martin 1990, 81–95). An empirical scientist, compared to a philosopher, is even more astonished at the attempts to bring entities into existence by mere definitions (Edis 2002). Yet the ontological proof continues to attract some philosophers of religion who seem to hope that some day a valid version of it can be developed.

The cosmological argument, known to Plato and Aristotle as well as Aquinas and later philosophers, says that as everything must have a cause and as there can be no infinite regress of causes, there must be a first cause. This, then, is supposed to be God (e.g., Aquinas’ \textit{Summa Theologica} I, Q II art. 3; see Martin 1990, 96–124). Aquinas is here not thinking about a first cause in a historical sense; he rather means that there must be a logically
first cause that maintains the universe here and now. In the light of modern science, the ideas of the impossibility of an infinite regress of causes and of the necessity of a first cause are, however, unnecessary postulates (Edis 2002). Even more problematic is the claim that such a first cause should be identified with the Christian God (Martin 1990, 100).

A modern version of the argument has become known as the “Kalâm cosmology”, according to William Craig’s argument that borrows from the Arabic Kalâm movement (Craig 1979; Craig & Smith 1995). Ilm al-Kalâm (‘word, discourse, inference’) is an Islamic branch of knowledge focusing on the being and attributes of God as well as creation, trying to provide discursive arguments in support of religious belief. The Kalâmists (mutakallimûn) may be related to the Mu’tazilites mentioned above (see Wolfson 1961, 49–52).

Craig (1979, 20–34, 149–153) argues that the beginning of the universe must have a cause, because an actual infinity of events is impossible. The cause of the universe also must be a personal being. This is because, if the necessary and sufficient conditions for the production of the first event are present from eternity, then also the effect (the universe) will exist from eternity; if they are not, then the first event could never occur (because the necessary and sufficient conditions could never arise). Yet the universe began to exist when it did, instead of existing from eternity. Why this happened is explained by the Islamic principle of determination: “When two different states of affairs are equally possible and one results, this realization of one rather than the other must be the result of the action of a personal agent who freely chooses one rather than the other” (Craig 1979, 150–151). While no mechanical cause existing from eternity could have created the universe, such a production of temporal effect from an eternal cause is possible if and only if the cause is a personal agent. Only a personal being can freely choose to create at any time.

Martin (1990, 103) complains that this aspect of Craig’s argument “is very condensed and obscure”. The point, however, can relatively safely be said to lie in the difference between mechanical causality and agent causality: an eternal mechanical cause cannot produce an effect at a point in time
because then we would need a secondary cause to explain why the first cause produced the effect at this particular point in time. An agent, however, could exist from eternity and then, suddenly, create the universe at some point in time by a decision of free will.

Unfortunately Craig’s argument fails for other reasons. The whole argument rests on two premises: that actual infinity is impossible (Craig & Smith 1995, 9–24, 83–85, 92–99), and that beginnings must have causes. Craig opines that the premise, according to which everything that begins to exist has a cause, “is so intuitively obvious, especially when applied to the universe, that probably no one in his right mind really believes it to be false” (Craig & Smith 1995, 57). However, what is possible and what is impossible in the physical reality does not at all depend on what humans can or cannot believe. This should be obvious. As the physicist Taner Edis (2002, 95–97) puts it, physics does not respect people’s intuitions; the principle that beginnings require a cause is just plain wrong. “(U)ncaused events are the rule in our universe.” Likewise, there is nothing formally wrong with the idea of actual infinities, even if Craig is unable to imagine them. Humans have no natural preparedness to process cognitively the idea of infinity; we therefore employ spatial metaphors that, however, can often be mathematically misleading (Lakoff & Núñez 2000).

Even if Craig’s argument were sound, it would not prove that the creator of the universe is omnipotent, omniscient, and so forth. As Craig himself (1979, 172–173 n. 171) says, such things can only be known through revelation. Therefore, it is difficult to see why the argument would prove the existence of God and especially the one and only God of the Judeo-Christian-Islamic traditions.

The teleological argument, for its part, is usually interpreted as an argument from design: as the universe seems to be complex, it must be intelligently designed. The classical formulation of this argument is from William Paley’s book Natural Theology from 1802 (see Martin 1990, 125–153); as the argument has recently been revived with great fanfare within the empirical sciences, I will deal with it separately in the next section.
“Intelligent design”

The idea of nature as a “book” in which we can recognize the handwriting of God is age-old. St. Augustine, for example, thought that God authored both the Scripture (*liber scripturae*) and the “book of nature” (*liber naturae*) and that the Scripture contained all possible truths (Confessiones XII.42); in the 14th century the divine intellect came to be regarded as a book containing everything that could be known (Knuuttila 1993b, 355). In the 16th century, Richard Hooker argued that Nature and Scripture were the two sources we should study to get to know the Creator (see Ruse 2003, 36). Paley, for his part, considered revelation and the argument from design to be two distinct alternatives. The argument from design proved the existence of God beyond doubt; besides, it could also enrich the faith of the believer. The natural world simply manifested such a design that one could not but reason the presence of a designer (see Ruse 2003, 41–45). Later, Frederick Tennant (1968, II, 121) argued that, although the particular instances of apparent design might be explained by naturalistic theories, the “multitude of interwoven adaptations” had to be explained with reference to purposive intelligence (see Martin 1990, 128–135).

Modern versions of this argument took start in 1961 when Whitcomb and Morris’s book *The genesis flood* was published. Their view came to be known as “creation science” or “scientific creationism”. In a number of publications to follow, the earth was explained as a creation of God and to be roughly 6,000 years old, according to biblical calculations (see Evans 2000, 306–310). In the 1990’s a new group of evangelical Christians started a neo-creationist movement under the intellectual banner of “intelligent design” (ID) (see Ruse 2003, 315–328; Young & Edis 2004). Although the details of the biological arguments involved are alien to most scholars of religion, it is necessary to deal with them in order to show that it is not biological facts as such that force the scholar to reason from apparent design to intelligent designer. We need to look for something else. As the ID arguments are based on criticizing evolutionary theory rather than on positive arguments, I shall proceed by criticizing the criticism. In this way it is possible to show how the argument from design actually comes into play.
In 1993, the Berkeley law professor Phillip Johnson published his book *Darwin on trial* in which the accused was, to quote Ruse (2003, 315), “tried, convicted, and led away in chains”. However, soon the strategy was shifted to outlining a more positive alternative for evolution, with as little explicit theology as possible; the main goal was to show that the world had an intelligent designer, much as the “Kalâm cosmology” had postulated. Yet it was no secret that this designer was ultimately thought to be the Christian God; such occasional slips of the tongue as “As Christians we know” confirm this (Ruse 2003, 316; Perakh & Young 2004). Behe (1996, 232–233), for instance, proclaims: “The result of these cumulative efforts to investigate the cell … is a loud, clear, piercing cry of ‘design!’ The result is so unambiguous and so significant that it must be ranked as one of the greatest achievements in the history of science.” Yet: “no bottles have been uncorked, no hands slapped. Instead, a curious, embarrassed silence surrounds the stark complexity of the cell”. Why is this so? Behe’s (p. 233) answer is that “while one side of the elephant is labeled intelligent design, the other side might be labeled God”. There are various reasons for the reluctance of studying the God-part of the “elephant” but the most powerful one is that scientists “just don’t want there to be anything beyond nature” (p. 243).

What is new in this movement, are the detailed scientific arguments presented to support the claims of intelligent design. As Ussery (2004, 56) puts it, “I have talked with people who advocate intelligent design, and they simply cannot understand why their manuscripts, which contain such weak and minuscule evidence, are not published in scientific journals”. It should not go unnoticed, however, that some of these scholars, such as Michael Behe, have done and continue to do perfectly ordinary and good scientific work – that is, when they are not advocating ID.

Behe’s (1996, 39–42, 70–73) basic claim is that biological organisms manifest “irreducible complexity” which cannot have evolved because natural selection can only choose systems that are already working. Such complex units as, for example, the bacterial flagellum cannot have evolved gradually; such a biological system “would have to arise as an integrated unit” (p. 39). Behe (1996, 42–45) first uses the common mousetrap as an analogy: it is ir-
reducibly complex in the sense that it consists of at least five parts without which it cannot function. (This, however, is completely wrong: the trap can be reduced until only the spring remains, and it still works [see Young 2004, 21–22].) Behe’s biological example, then, is the flagellum, a long, hair-like filament embedded in the cell membrane, which is a simplified version of the cilium and consists of about 40 proteins. Behe (1996, 69–73) cannot imagine how the three parts of the flagellum – the paddle, rotor, and motor – could have evolved together, because half a flagellum is no good, just as the creationists have (incorrectly) claimed about half an eye (see Young 2004, 20–25; Ussery 2004, 49–51).

The irreducibly complex structure of the flagellum is made of proteins. The *E. coli* strain K-12 has 44 flagellar proteins, whereas *Campylobacter jejuni* has only 27, for example. Behe is unclear as to what is the minimum amount of proteins needed for an irreducibly complex structure, thus leaving it open where exactly lies the supposed boundary between irreducible complexity and reducible complexity. The paddle, for instance, consists of a set of proteins called flagellin; if one takes individual copies of the protein and mix them together, they will spontaneously polymerize to form the paddle. Furthermore, each of the three parts of the flagellum may have had other functions in the cell before coming together to form the flagellum. There seems to be only a loose coupling between the proton-driven motor and rotation of the flagellum, for example (Ussery 2004, 50–53; Musgrave 2004).

Moreover, proteins do not evolve. Natural selection operates on organisms and genes, with evolution taking place as changes in DNA sequences, which also happens in bacteria. Behe (1996, 227–228) argues that the intelligent designer might have put all the necessary genes into the first organism “long, long time ago”. Here Behe completely ignores the problem of the immense period of time separating this supposed event from the point in time that the genes are finally expressed in given phenotypes. Every biologist knows that when genes are not expressed, natural selection cannot discard genetic mistakes and mutations will render these genes inoperative hundreds of millions of years before the time at which they will be needed in Behe’s scheme. (Ussery 2004, 52–54; Ruse 2003, 321–322.)
So, not only is there nothing wrong with the idea of evolution: the proposed alternative is also a nonstarter. Behe and his colleagues have been hopelessly incapable of providing any sensible explanation of how, and by whom, the intelligent designing has supposedly been carried out, as shown in detail by Korthof (2004) and Edis (2002; 2004b, 144, 152). Dembski (2002), however, backs Behe by arguing that pure chance could not have produced such complex and specified structures as found in living organisms. What he overlooks, however, is the combination of chance and necessity. Selective forces operating on randomness can create specified complexity, as many authors have shown (Ruse 2003, 322–328; Edis 2002; 2004b; Hurd 2004; Perakh 2004; Shallit & Elsberry 2004).

I have emphasized in some detail the fact that the arguments about ID do not have any scientific basis, in order to make it clear that their popularity must be explained by other, that is, religious factors. Its supporters have so far managed to publish only one peer-reviewed paper in a scientific journal; this happened when the former editor of the low-impact journal Proceedings of the Biological Society of Washington, Richard Sternberg, himself a supporter of intelligent design, accepted in 2004 for publication Stephen Meyer’s (2004) paper arguing that the complexity of living organisms cannot be explained by Darwinian evolution (Giles 2004; Stokes 2004).

Although intelligent design is an extreme view, its basic tenet is implicitly shared by many theologians, albeit in a more metaphorical form. The theologian-physicist John Polkinghorne (1998), for example, speculates on how an intelligent guidance of evolution might be possible, given the indeterminism in modern physics. Yet he never develops a clear argument for information and quantum randomness as a space for divine action (Edis 2004a, 14). The Old Testament scholar Robert Gnuse (2000), for his part, has tried to combine the God of the Old Testament and an Alfred Whitehead-type of process philosophy. Thus, while people like Polkinghorne are more interested in theology than in science, the advocates of intelligent design are more interested in science than in theology. Neither is capable of bridging the gap between religion and science.
God explained

Intuitive and reflective thinking

The Old Testament narratives describing the deeds of Yahweh partly reflect people’s spontaneous, intuitive way of thinking about gods and other counterintuitive agents (see below). Theology, philosophy, and science represent reflective thinking. I shall explain this difference with reference to the so-called dual-process theories (Pyysiäinen 2003b; 2004a). It has been argued in social psychology, neuropsychology and cognitive science that humans have two different types of cognitive processing systems. The processes, however, do not work independently of the kinds of external mnemonics that are available in culture (writing, social institutions, etc.) (see Pyysiäinen 2004a; Evans 2003). My point here is that the two types of cognitive processes seem to support two very different kinds of god concepts (see Barrett & Keil 1996; Barrett 2004).

Of these two systems, one is spontaneous, automatic, and intuitive, the other one being reflective, consciously controlled, and systematic. The two systems serve different functions, are applied to differing problem domains, have different rules of operation, correlate with different kinds of experiences, and are carried out by different brain systems. Briefly put, the automatic system produces fast intuitions of how things are, without our necessarily being consciously aware of this; it thus makes adaptive behavior possible. The system can be modeled by so-called “neural nets” with parallel distributed processing of information. The intuitive system operates reflexively and draws inferences and makes predictions on the basis of temporal relations and similarity. It employs knowledge derived from personal experience, concrete and generic concepts, images, stereotypes, feature sets, and associative relations. It uses similarity-based generalization, and automatic processing; it serves such cognitive functions as intuition, fantasy, creativity, imagination, visual recognition, and associative memory (Pyysiäinen 2003b; 2004a; Sloman 1996; Lieberman et al. 2002; Evans 2003).

The reflective system is a rule-based system that is able to encode any information that has a well-specified formal structure. Such a structure
also allows the generation of new propositions on the basis of systematic inferences, as well as genuine explanations, in contrast to mere predictions. These inferences are carried out in a “language of thought” (Fodor 1975) that has a combinatorial syntax and semantics. It thus explicitly follows rules, seeks for logical, hierarchical, and causal-mechanical structure in its environment, and operates on symbol manipulation. It derives knowledge from language, culture, and formal systems; it employs concrete, generic, and abstract concepts, abstracted features, compositional symbols and causal, logical and hierarchical relations. It serves such cognitive functions as deliberation, explanation, formal analysis, verification, ascription of purpose, and strategic memory (Pyysiäinen 2003b; 2004a; Sloman 1996; Lieberman et al. 2002; Evans 2003).

The automatic or intuitive system supports god concepts that people use spontaneously, without much reflection, making inferences and predictions on the basis of temporal relations and similarity; the reflective system processes such highly elaborated god concepts as those found in theology and philosophy, trying to improve the performance of the automatic system by generating new propositions on the basis of systematic inferences and explanations (Pyysiäinen 2004a, 134–136). Barrett (1999) calls people’s reflective beliefs about their own beliefs “theologically correct” because they represent what is commonly regarded among believers as the “right” things to believe. Barrett’s empirical studies, however, show that in fast “on-line” reasoning people make inferences from a much simpler and more concrete representation of god (Barrett & Keil 1996; Barrett 1998). Thus there is a difference in what people believe and what they believe they believe. The difference is based on the difference between the two kinds of cognitive processing (see also Bless & Fiedler & Strack 2004, 26–29, 38–39, 60–66).

Wisdom’s (1944) claims notwithstanding, there is no unilinear historical development from a quasi-experimental religious attitude towards a more metaphysical understanding of religious belief. It is rather that people apply both of the different reasoning systems to varying extents. In living religiosity, both systems are involved but their relative contributions differ. Spontaneous religious reasoning relies more heavily on the intuitive system,
while theology relies more on rational processing and the related cultural institutions. In the intuitive system, God is usually not experienced as a problematic concept (Barrett 2004); it is only after the rational system begins to contribute that the inherent problems of the concept become apparent.

**Counterintuitive agent-representation**

Yahweh belongs to the category of “counterintuitive agents” as described by Pascal Boyer (1994; 1996; 2000; 2001), Justin Barrett (2004), E. Thomas Lawson (2001), Scott Atran (2002, 95–100), and myself (Pyysiäinen 2001, 9–22; 2004, 39–52). By an agent is generally meant an organism that seems to act on the basis of its beliefs and desires. It is a special feature of human psychology that we are capable of an elaborate understanding of the states of mind of conspecifics and thus of predicting their behavior creatively, not merely by a mechanical stimulus-response model.

There are different views, sometimes called “theories of theories of mind”, of what kinds of mental mechanisms are involved in our ability to understand, explain, and predict our own actions and the actions of other agents. The so-called “theory-theorists” take this ability to be based on a folk-psychological theory of the structure and functioning of the mind. This folk-theory may be innate and modular in nature, learned individually, or internalized in enculturation and socialization. An alternative view is the simulation theory, according to which we understand other minds by simulating alien mental states in our own mind. This is based either on the primacy of introspection, or on identification with the other, without introspective self-awareness. In addition, there are also mixed views (see Carruthers & Smith 1996; Gallagher & Frith 2003). Autistic symptoms, for instance, seem to be based on a deficit in this ability of “mind-reading” (Carruthers & Smith 1996, 223–273; Baron-Cohen 2000; Frith 2001; Avikainen 2003, 13–20, 60–64).

Yet it has become clear that there is no unified “theory of mind” system with a single evolutionary background (Boyer and Barrett, in press). Some have argued that humans are “hard-wired” to categorize automatically ap-
parently self-propelled entities as agents (Premack 1990; Leslie 1994; 1996; Leslie & Friedman & German 2004). This seems to be supported by Heider and Simmel’s (1944) early work, showing that, under certain circumstances, we tend to attribute agentive properties even to mere objects and geometric shapes, guided by only minimal cues. Agent detection is hyperactive in the sense that even such minimal cues can trigger the postulation of agency (Barrett 2000, 31–32). We use agent-explanations whenever possible (see Pyysíäinen 2004b, 1–27).

Blakemoore et al. (2003) distinguish between mechanical and intentional contingency, emphasizing that the detection of intentional contingency, or agency, is based either on type of motion or on interaction between objects: movement that is self-propelled and shows unpredictable changes in velocity is perceived as animate, even if it is not enacted by human bodies. So is movement based on reaction at a distance. Mechanical and intentional contingency are also processed in different parts of the brain, detection of mechanical contingency being low-level processes not influenced by higher order processes. The detection of agency might thus be a precursor of the ability to infer other people’s mental states (Blakemoore et al. 2003, 837; see also Gergely & Csibra 2003; Csibra 2003).

There is also empirical evidence to support the conclusion that agency attribution may not be based on seemingly self-propelled movement as the cue, and that it does not necessarily presuppose an understanding of psychological states. Atran (2002, 64–67) argues, on the basis of Csibra et al. (1999), that children attribute goal-directedness to certain kinds of “telic” event structures, rather than to entities. What is important here is contingent control over the outcome of the telic situation, not the initiation of action. The importance of control over movement is also supported by the empirical study of Barrett and Johnson (2003).

Infants as young as nine months of age are able to represent the observed behavior of objects in teleological terms; yet they do not necessarily do it in mentalistic terms and are not necessarily committed to any specific ontological categorization of these objects (Csibra et al. 1999). There are (at
least) two distinct ways of doing this. First, nine-month-olds are capable of taking the “teleological stance” and representing actions as being directed towards a goal. Actions are not connected to their antecedent causes but to their consequences, but without attributing mental states to the acting entities. Second, actions such as pointing and looking at an object can be interpreted as being referential in the sense that action is linked to a specific object or an aspect of the environment. The action is about something. (Gergely & Csibra 2003; Csibra 2003.)

Thus, following Boyer and Barrett (in press), it is advisable to break the “theory of mind” into such separate cognitive operations as animate motion detection, distant reactivity, goal-ascription, intention-ascription, joint attention, and facial cues about emotional states. The detection of animate motion has as its input such things as non-linear changes in direction, sudden acceleration without collision, and change of physical shape accompanying motion (e.g., caterpillar-like crawling). Animacy can also be attributed on the basis of an object reacting at a distance, rather than on the basis of presupposed self-propelledness. Goal-ascription is a related capacity based on the presupposition that certain trajectories make sense only on the condition that the moving entity is trying to reach or avoid something. A more complicated process is intention-ascription in which the end-result of an action is connected to perceived movement through the link of the intention of the moving organism. Joint attention develops in humans between nine and twelve months, proceeding from joint engagement to communicative gestures and attention-following (like gaze-following). Lastly, facial expressions are used as cues about emotions as early as in five-month-olds who react differently to displays of different emotions on a familiar face.

In terms of the underlying neural processes, one option is that the prefrontal cortex inhibits the natural tendency to act on mere correlative stimulus relationships, guiding us to search for higher-order associations and recursive embeddings as well as directly helping us process difficult syntactic constructs (see also Fuster 2002). Prefrontal activity thus outperforms other brain processes and we come to rely on its functions whenever
possible (Deacon 1998, 265–267). Thus we are able to process such complicated intentional structures as “Marilyn knows that Helen wants Tom to think that Allison wishes…”, and so forth. This involves the so-called recursion principle, that is, the principle of rules within rules. This feature defines language in particular but it is also involved in many kinds of human thought and action; pupil A can, for example, watch pupil B watch pupil C watch the teacher. Apes, being incapable of using recursion, only each other directly (see Fitch & Hauser 2004; Premack & Premack 2003, 150–153; cf. Tomasello & Call & Hare 2003).

Another recent suggestion is that “mind-reading” might be based on the so-called mirror neuron system (Gallese & Keysers & Rizzolatti 2004; Pyysäinen forthcoming). Mirror neurons were first found in monkey brains in premotor area F5 and parietal area 7b. These neurons were activated both during the execution of purposeful, goal-related hand actions (grasping, etc.) and during the observation of similar actions performed by conspecifics (see Rizzolatti et al. 1988; Gallese et al. 1996; Gallese & Goldman 1998; Rizzolatti et al. 2000). Such sensorimotor integration instantiates an “internal copy” of actions by which goal-related behaviors are generated and controlled. At the preconceptual level it also provides a meaningful account of behaviors performed by others (Gallese & Metzinger 2003; see Bremmer et al. 2002).

A similar mirror system has also been found in humans. When a given action is planned, its expected motory consequences are also forecast, and during action observation there is strong activation of both premotor and parietal areas (with inhibition of action taking place in the spinal cord [Rizzolatti & Arbib 1998] much as in dreaming): there is an equivalence of what is being acted and what is perceived. Both are implicit, automatic and unconscious simulation processes that establish a link between an observed agent and the observing agent (Hari et al. 1998; Gallese & Metzinger 2003).

The mirror neuron system seems to play an important role in social communication; its dysfunctions can cause autism-like deficiencies, for example (Avikainen 2003). It serves as the basis of the human ability to directly understand the meaning of the actions and emotions of others through an internal
replication, without conceptual reasoning. Simulation of action is based on a neural system responding both when one executes a particular goal-directed action and when one observes someone else performing a similar action. This system is located in the inferior parietal lobe, inferior frontal gyrus and the adjacent part of the premotor cortex. Simulation of emotions is processed in the anterior insula and the amygdala, which are activated during both observation and imitation of facial expressions of basic emotions (see also Pyysiäinen 2001, 97–109). The activation of the neural structures involved in own personal experience thus also forms the bridge between ourselves and others. Social cognition is not only thinking about the contents of other minds but also very much a question of sharing an experience (Gallese & Keysers & Rizzolatti 2004; Gallese & Metzinger 2003).

It is such cognitive operations and neural processes that also underlie the human capacity to postulate counterintuitive agents. Although agency is not an ontological category and spontaneous attribution of agency to physically unidentified sources is not counterintuitive (Atran 2002, 64–65), we have strong intuitions about personal agents. A humanlike agent that is not human is counterintuitive in the sense that some of its characteristic features violate panhuman intuitive expectations concerning personal agents, solid objects, and living things. A counterintuitive agent is anything that has (some of) the defining characteristics of a personal agent but yet somehow violates our intuitive expectations regarding agents. A person without a physical body is a counterintuitive agent; so is an artifact or a natural object that has agentive properties (see Boyer 2001, 51–93; Pyysiäinen 2001, 9–23; 2004b, 39–45; Pyysiäinen & Lindeman & Honkela 2003).

According to Boyer (1994; 2003a,b), counterintuitive agent representations are formed by adding a minor “tweak” to an intuitive agent representation. Such agent representations as ghosts, children’s imaginary companions, fictional agents such as Mickey Mouse, and so forth, all are agents with some non-standard elements. It is thus unlikely that we have separate mental mechanisms for the construction of each type of agent representation. If this is so with ghosts and imaginary companions, then it is very likely that
the same holds for gods. They are counterintuitive agents in the sense that their representation is carried out by the ordinary cognitive mechanisms, although some of their characteristics violate against panhuman intuitive expectations concerning persons. Yet the believers may find it quite natural that gods exist (cf. Barrett 2003).

There is also empirical evidence to support the hypothesis that the pre-frontal system for processing agent causality tends to take over and interfere with folk-mechanical reasoning (see Wegner 2002, 26). Nielsen (1963), for example, showed in the 1960’s that when subjects had to draw a straight line with their hand in a box and by looking into the box through a tube, they could be fooled into believing that the experimenter’s hand seen in the box through a mirror was actually their own (which they did not see). When both hands followed a straight line, the subjects experienced the alien hand as their own. When the experimenter drew a curve to the right, the subjects still experienced the hand as their own, although now making involuntary movements.

Similarly, Ramachandran and colleagues arranged an experiment in which a subject with an arm amputation was asked to put his real arm and what was felt as a phantom limb in a box with a vertical mirror in the middle; the reflection of the real arm then appeared in the mirror where the phantom would be if it were real. When the subject moved the real arm, he experienced the phantom as moving voluntarily as well. Then the experimenter put his arm inside the box so that it appeared in the place of the phantom. Observing his real arm and the experimenter’s arm in the box made the subject feel as though his phantom was moving (Ramachandran & Blakeslee 1999, 46–48; see Wegner 2002, 40–44).

As Wegner (2002) argues, willful movement is an experience that follows from the convergence of observed movement and one’s own thoughts. When action seems consistently to follow prior thought and when other apparent causes of action are excluded, we have the experience of volitional action. When we cannot control what happens, the control is attributed to some empirically unknown agent (see Wegner 2002, 221–270). Children, for
example, tend to explain natural phenomena intentionally, favoring creationist-like arguments. Around the age of five they start to explain random events in nature as caused by invisible agents; only at 11 or 13 years of age did American children of non-fundamentalist homes begin to favor non-teleological explanations (Evans 2000; Kelemen 1999; 2004; Bering in press). Wegner (2002, 44) also suggests that the tendency to experience willful movement by watching any body move where one’s own body ought to be, might be made possible by the mirror neuron system. Thus, religiosity in the sense of interaction with imagined (whether real or unreal) agents is made possible by the capacity of “mind-reading” and, possibly, by the mirror neuron system.

Conclusion

In this paper, I have not primarily tried to write a history of God in the Old Testament, to solve great theological or philosophical problems, or to examine all the arguments of the intelligent design camp; rather, I have tried to show what it actually is that is common in representations of Yahweh and the supposed intelligent designer of the cell, as well as in the many mediating counterintuitive agent representations. Although I have some constructive suggestions for the history of the Old Testament gods, philosophy of religion, and neocreationism, they are subservient to the general argument that as social constructs representations of gods are still constrained by the human psychological capacity of representing agency. What unites the various discourses on God is the natural human propensity to take recourse to agentive explanations whenever possible.

Here I do not try to explain how religion has originated, however. I am merely trying to show that once religion exists, the counterintuitive agent representations typifying it are mediated by the ordinary cognitive mechanisms of agent representation. No special, “religious” mechanisms are needed. It is possible, in principle, that religion emerges when some spontaneous counterintuitive agent representations become widespread and are adopted in social use (Boyer 2001); an alternative explanation is that
religious practices exist in their own right, and that counterintuitive agent representations are then included in them for various contingent reasons.

Thus, I am not saying that god beliefs have arisen simply as automatic responses to the perception of ordered complexity. My claim is more in line with the Finnish tradition in the study of folk beliefs, in which it has been suggested that reported encounters with supernatural beings might be explained by the actualization of the traditional beliefs in certain circumstances that can be explained in terms of the psychology of perception (Honko 1991; Pentikäinen 1968). Even if we slightly naively assumed that the first idea of a god emerged when some of our remote ancestors were contemplating the apparent order and complexity of what they saw around them, we would still face the separate question of why and how this belief became widespread and why it has persisted to our day in so many different forms (see Barrett 2004, 41, 43; Pyysiäinen 2001, 217–225). It is not merely a question of the idea of god being triggered separately in individual minds by the perception of ordered complexity; people also communicate about gods and do things that imply a conscious reference to gods. Belief in god(s) is reinforced in many ways.

I would like to make two points with regard to this. First, the mental mechanisms for the detection and representation of agency form the necessary psychological basis for conceptions of gods. Second, god concepts therefore tend to be triggered by the same type of cues as agent representations in general. What is important is that these cues often trigger a somehow specified god concept; we do not enter various situations as blank slates and then react to a cue by activating a general concept of an agent. What is activated rather is the kind of concept of god one has learned in other contexts (see Pyysiäinen 2002, 123).

---

6 Barrett (2004, 38–39) notes that, at least in most cases, belief in gods does not originate from perceptions of order and purpose in nature. The hyperactive agent detection device (HADD) merely reinforces beliefs about gods; it does not stimulate them. My emphasis is more on the fact that HADD does not automatically produce god concepts on the basis of perception of order and purpose. Yet such perception may well be more important in the generation of god concepts than what Barrett allows for.
Thus there is a crucial difference between postulating agency to explain the behavior of moving marbles and the like and in believing that God controls the fates of humans. As an evolutionary adaptation, hyperactive agent detection is dependent on the ability to discard false positives effectively (Boyer 1996): if the strange sound in the grass turns out to be caused by the wind, one must be able to immediately discard the presumption that it was caused by some agent. The discussions of God I have analyzed testify to the simple fact that the idea of God is not easily discarded at all. People often (although not necessarily) persist in their religious beliefs come what may.

The stability of gods has two aspects, social and temporal. Representations of gods are shared by all or most members of a group, and they are long-lasting. This entails that belief in God is reinforced in communication: people do not merely believe in their own idiosyncratic agent representations but rather in what a significant reference group as a collective takes to be God. There is, for example, evidence that when our own perceptions contradict the majority view, we are prone to interpret our own perceptions according to the majority view (Asch 1956). We are often attracted to people who have attitudes similar to our own, and we tend to like people who share our beliefs, especially when we are temporarily confused or when the beliefs are unverifiable (Byrne & Nelson & Reeves 1966; Hinde 1999, 200). In addition, the repetition of a statement increases its likelihood of being regarded as true (Begg & Anas & Farinacci 1992). These are factors that certainly play a role in religion as well.

Although we make subjective intuitive inferences from the concept of ‘God’, we also publicly communicate about God, the views of others thus entertaining an influence on our own beliefs. It is not only cognition that moulds belief but more specifically social cognition. Cognitive processes mediate between a stimulus and a behavioral response but they are also sensitive to constraints of the social situation (see Bless & Fiedler & Strack 2004, 1–15, 119–43). Chwe (2001) argues that rituals (broadly conceived) create common, shared knowledge in the sense that people have beliefs
and also beliefs about others’ beliefs (and beliefs about others’ beliefs about their beliefs, and so forth). Participation in common rituals enhances the implicit (or even explicit) belief that others have similar beliefs to one’s own. However, it is not only the explicit communication of ideas that helps establish common knowledge; in rituals, people also engage in various kinds of motor actions, during which they both move themselves and watch others move (or even imitate others). Doing and imitating the doings of others, perhaps using the mirror neuron system, thus converge, creating a social experience that serves to strengthen common belief in the efficacy of rituals and the import of shared religious concepts and beliefs (see Pyysiäinen 2004b, 135–146; forthcoming).

In the Old Testament texts, we cannot know how various individuals have used representations of El or Yahweh to make inferences and predictions. However, to the extent that all representations of counterintuitive agents are produced and processed by the ordinary evolved mechanisms of mind, the basic cognitive processes underlying representations of El, Yahweh, and so forth must have been the same as today; this is because evolved cognitive architecture cannot change in a mere 2,000 years (see Laland & Brown 2002, 190–191). The various anthropomorphisms in the Old Testament lend support to the view that the psychological basis of the Christian concept of God is in the automatic and intuitive processes that produce agentive explanations for events and structures which manifest control and design.

In Old Testament religion, the most central idea is the covenant between Yahweh and the Israelites. It is constituted by the duties and privileges of each party, defined according to the model of the relationship between a king and his people; this, in turn, requires the mechanisms of social cognition. Yahweh thus becomes an interested party in human affairs. Although he might not be considered omniscient in the more or less literal sense discussed in modern theology, he obviously has what Boyer (2001, 150–167) calls “full access” to “strategic knowledge”; he has automatic access to all such information that triggers the reasoning mechanisms dedicated to the
processing of information about agents. He may not know how many grains of sand there is in the desert but he certainly knows what A thinks about B’s deeds as well as what B thinks A thinks about his or her deeds. God is a kind of supermind, or like a central unit in emulation of which individual human minds run like computer terminals (see Barrett & Richert & Driesenga 2001). As such, God is also the source of the norms and values in society; these are conceived of as the thoughts of God (Boyer 2002). The social order is thus reflected in the idea of God (see van der Toorn 1996, 181–372; also Anttonen 1996; 2000; Siikala 2002).

As the most important features of gods are often the counterintuitive features, it might be predicted that the more anthropomorphic features tend to be discarded whenever possible. Reflective thinking and the related external memory stores make this possible. In reflective thinking, the humanlike features are gradually removed from representations of God, thus making God more “transcendent” and by the same token also more powerful (see also Wiebe 1991). Unfortunately, it is not possible for humans to think about a completely different kind of being, stripped of all anthropomorphisms (Ferré 1984). This problem was realized by Tillich, for example, when he argued that the personalistic features of God are at once problematic and necessary (and that therefore mediators are needed).

In this, Tillich is not alone, of course. Recently, this realization has received empirical support from Barrett and Keil’s (1996) studies about the differing concepts of god (also Barrett 1998). When we explain this duality by dual-process theories, it should be noted that the theological concept of God also has a use, albeit a use that requires the special context of theology. As Barrett (1998, 617) says, the theological concept of God is a also concept; it is just more fragile and can be used to generate inferences only in slowed-down situations. It is a “cognitively assisted” concept in the sense that it is supported by various cultural institutions.

The theological concept of God is thus relatively impotent in everyday religiosity; the everyday concept, for its part, is unsatisfactory in theology. Yet theology cannot do without a connection to everyday religion, while
everyday religion manages well without theology (Haavio 1959, 6; see Pyysiäinen 2004c). In theology, the concepts of everyday religion are analytically elaborated, without much attention being paid to their practical use in religion. Thus, much that makes everyday religion comprehensible and useful is simply discarded in theology (see Boyer 2001, 320–322). Despite this, theology receives its legitimation from religion, and theologians often tend to think that their conceptual elaborations are binding on people who should accommodate their behavior accordingly whenever possible (see Wiebe 1991). Here theology strongly differs from such paradigmatic examples of reflective thinking as mathematics and quantum theory.

In the philosophy of religion, the practical aspect of religion has been more strongly overlooked. Religious language has often been analyzed as so many conceptual problems, without any interest in its pragmatics. Such philosophizing has been criticized by, for example, continental philosophers of religion like Dalferth. In “Wittgensteinian” philosophy of religion, the real-life use of religious belief is used as a rhetorical argument, without any real attention being paid to what we actually know about religious behavior. Far-reaching conclusions are drawn largely on the basis of Wittgenstein’s few remarks concerning afterlife and the last judgment (see Martin 1991). Finally, in ID neocreationism, God is implicitly or explicitly postulated as an explanation for the ordered complexity observed in nature, without any indication of how the designing has been done and how it could be scientifically studied.

What unites all these discourses is the fact that a feeling that there is order and control in what happens triggers representations of God, whether this is in ancient Israelite folk religion, theology and philosophy of religion, or scientific neocreationism. An increase in the understanding of the universe and its mysteries has always had, and continues to have, theological repercussions. This is because previously unknown natural mechanisms have repeatedly been substituted for the religious, agentive explanations. The repercussions are dealt with on two fronts: theologians (and philosophers) make adjustments in theological systems on the basis of new advances in
the sciences, while some scientists (and philosophers), inspired by religion, try to introduce new concepts and principles in the sciences.

It is apparent, and not very surprising, that it is precisely evolutionary theory which is the touchstone in the debates between religion and science: this theory concerns not only some specific process or structure in reality but the general principles according to which all forms of life develop on earth, superceding all agentive explanations of this process in explanatory power (see Korthof 2004; Ruse 2003). Natural selection operating on random variation is a simple mechanism that explains the development of life with no need to bring beliefs and desires into the explanation.

In mainstream theologies, the apparent clash between religious agent-explanations and the mechanical explanations of science is usually explained away by saying that God is “behind” the facts that science helps us discover. No matter what new scientific discoveries are made, it is always possible to think that God is somehow “behind” it all. Evolution is only a mechanism, and God works by means of evolution. The ID scholars differ from theologians in that they have presented detailed biological and mathematical arguments in support of the claim that there must be an intelligent designer behind the universe. Modern theologians, however, want to avoid the embarrassing situation that the empirical arguments may some day be shown to be wrong, because then God beliefs should be abandoned, according to their own premises. Therefore, theologians are usually careful not to present any detailed scientific arguments. They talk about God, not about biology.

The cost of this move is that it becomes increasingly difficult to say how exactly God is supposed to interact with his creation. Origen’s “simple believer” and a modern skeptic like Nielsen can both ask what it is that the theologian is really claiming. This questioning may then lead one of them to a more fundamentalist belief and the other to atheism. The theologian’s answer may well be some kind of “Wittgensteinian” argument saying that religious claims are claims about religious claims. As the beliefs are not discarded, because they are embedded in the practices of everyday life (see Pyysiäinen 2001, 77–139; 2004b, 113–134), they must be reinterpreted so that agentive explanations are retained along with the scientific ones.
Thus, once god concepts exist, perception of complexity and order can trigger them in whatever domain. We then have to evaluate rationally whether this is warranted in reflective thinking. This can lead to three different solutions. First, religion may be interpreted as a closed system either à la “Wittgensteinian fideism” or in the manner of Plantinga and others. Second, it may lead to questionable interpolations in scientific theories. Third, it may lead one to adopt an atheistic view. What ultimately unites these debates is the panhuman tendency to prefer agentive explanations to mechanistic ones, together with its collective reinforcement in religious practices.
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